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SUBJECT: Report of the DSB Task Force on Infornmation Wrfare
(Def ense)

| am pleased to forward the final report of the DSB Task
Force on Information \Warfare (Defense), which was chaired by M.
Duane P. Andrews. You asked the Task Force to focus on
protection of information interests of national inportance
through establishnent and maintenance of a credible information
warfare (IW defensive capability 1in several areas, including
deterrence and to nake reconmendations regarding the creation and
mai ntenance of specific aspects of a national information warfare
defense capability.

The Task Force recommends a series of over 50 actions
designed to better prepare the Department for this new form of
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point wthin the Department for all |W activities and ending wth
the allocation or reallocation of approxinmately $3 billion over
the next 5 vyears to inplement these recommended actions.
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Attached is the report of the DSB Task Force on Information
Warfare (Defense).

W conclude that there is a need for extraordinary action to
deal with the present and energing challenges of defending against
possible information warfare attacks on facilities, i nfornation,
information systems, and networks of the United States which would
seriously affect the ability of the Department of Defense to carry
out its assigned mssions and functions. V¢ have observed an
increasing dependency on the Defense Information Infrastructure
and increasing doctrinal assunptions regarding the continued
availability of that infrastructure. This dependency and these

assunptions are ingredients in a recipe for a national security
di saster.

| should also point out that this is the third consecutive
year a DSB Sunmer Study or Task Force has made simlar
recoomendations to better prepare the Departnent for the
challenges of information warfare.

Accordingly, we recommend a series of over 50 actions
designed to better prepare the Departnent for this new form of
warfare beginning wth identification of an accountable focal
point wthin the Departnent for all |IW activities and ending wth
the allocation or reallocation of approximately $3 billion over
the next 5 vyears to inplement these recomended actions.

VW wll be, of course, happy to provide any further
assistance you nmay desire.

Sincerely,

Duane P. Andrews
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PREFACE

The Defense Science Board Task Force on Information Warfare (Defense) was established at
the direction of the Under Secretary of Defense for Acquisition and Technology. By
USD(A&T) Memorandum for the Chairman, Defense Science Board, dated October 4, 1995,
the Task Force was directed to “focus on protection of information interests of nationd
importance through the establishment and maintenance of a credible information warfare
defensve capability in severa aress, including deterrence” Specifically, the Task Force was
asked to:

e |dentify the information users of nationd interest who can be atacked through the
shaed dements of the nationd information infrasiructure.

e Determine the scope of nationa information interests to be defended by information
warfare defense and deterrence capabilities.

e Characterize the procedures, processes, and mechanisms required to defend against
various classes of threats to the nationd information infrastructure and the
information users of nationd interest.

e |dentify the indications and warning, tacticd warning, and attack assessment
procedures, processes, and mechanisms needed to anticipate, detect, and characterize
attacks on the nationd information infrastiructure and/or atacks on the information
users of nationa interest.

e |dentify the reasonable roles of government and the private sector, done and in
concert, in creating, managing, and operating a nationd information warfare-defense
capability.

e Provide specific guiddines for implementation of the Task Force€'s recommendations.

For the purpose of this report, the terms nationa and nationd-level are assumed to include
Federd, state and locad governments, academia, associations, public interest organizations,
and the private sector.

This report presents the conclusons and recommendations of the Task Force based on study
efforts of the Task Force and Panels created by the Task Force to address specific areas of
interest. The report is organized as follows:

o [Executive Summary.

o Section 1, Introduction, provides background information.

o Section 2, Environment, describes factors pertinent to the study effort.

o Section 3, Observations, provides the mgor findings of the Task Force.

o Section 4, What Should We Defend?, identifies the information users of nationa
interest and scope of interests to be defended.

o Section 5, How Should We Defend?, suggests processes and procedures necessary to
defend the users againg the threats. It includes a discussion of required indications



and warning, tacticd warning, atack assessment, and continuity of operations
organizations and procedures.

o Section 6, Recommendations, presents recommendations, and provides specific
guiddines for implementing the recommendations. It includes a discusson of the
reasonable roles of government and the private sector and concludes with resources, in
addition to current INFOSEC budgets, required to implement the recommendations.

o Section 7, Summary, briefly summarizes the report and suggests some immediate
actions.

Appendices are provided as background and resource information. They do not represent a
consensus view of the Task Force and recommendations contained in the Appendices are
not Task Force recommendations to the Department. Some of the appendices were used in
part as input to the main body of this report. Other gppendices are provided because they

contain useful information for further discussion of matters addressed in the main body of the

report.

At about the same time that the Task Force was created, the President signed a mgor policy
directive regarding the protection of critical infrastructures such as telecommunications,
electric power, and transportation. This directive resulted in the cregtion of a Critica
Infrastructures Working Group (CIWG) to address the manner in which the directive should
be implemented. The CIWG recommendations were implemented with some modification in
Executive Order 13010, Criticd Infrastructure Protection which was signed by the President
on July 15, 1996. E.O. 13010 establishes a President’s Commission to, in part,

o Assess the scope and nature of the vulnerabilities of, and thresats to, critica
infrastructures,

o Deermine what legd and policy issues are raised by efforts to protect critica
infragtructures, and

« Recommend a comprehensve nationd policy and implementation strategy for
protecting criticad infrastructures from physicad and cyber threats and assuring their
continued operation.

Given these paralled and closdly related activities, the Task Force eected to address
information warfare (defense) issues and provide conclusions from both the nationd and
Depatment of Defense perspectives. However, the Task Force recommendations are
specificaly oriented on the Department of Defense. Department of Defense dependencies on
nationa level activities for information warfare (defense) are provided to the Secretary of
Defense for possble trangmitta to the President’'s Comrnisson for use in their deliberations.



TABLE OF CONTENTS

Section Page
EXECUTIVE SUMMARY <.t ssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssnes ESH
1.0 INTRODUGCTION .....ooirrvtsnnssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssss [-1
2.0 ENVIRONMENT ...ooooesessesesseessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssmmamssssssssnnns 2-1
2.1 Growing Dependency, Growing RISK ..........oemeeeeeemmnnssmsssessessssssssssssnssnn 2-1
2.2 INfOrMEtion  WEITEAIE...............ccvvvveeeeeeeeeeeeeeesssssssssssssssssssssssssssese s sssssssssssssssssssssseees 2-4
2.3 The [INfTESIIUCIUIE........cooooivrreeeeescssnsssseseesssssissssssse s sssssssssssssssssssssssssssesses 2-6
P B 01 €= | 2-11
3.0 OBSERVATIONS ....orrrssstssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssns 3-l
4.0 WHAT SHOULD WE DEFEND?.......ooiiirrrrsnssssssssssssssssssssssssssssenns 4-|
5.0 HOW SHOULD WE DEFEND’, ... 5-1
5.1 Procedures, Processes and MeChaNiSMS ..........mmmmmmmmmmmmmmmmmmmmsmmmnnnns 5-1
.2 SIEAEJY ..oorrreereesreeesessssssssesssssssssssssssssssssssssssssssssssssssssssssssssssssseees 5-2
6.0 RECOMMENDATIONS ... 6-1
6.1 Desgnate an Accountable IW Foca POINT ... 6-1
6.2 Organize fOr IW-D .....rrrrreiissssssssessssssssssssssssssssssssssssssssssnsnns 6-3
6.2.1 Edablish a Center for Inteligence Indications and Warning,
Current Intelligence, and Threat ASSeSSMENtS........coonmrsmrrrene 6-4
6.2.2 Egtablish a Center for IW-D Operations........c...eevsesen. 6-6
6.2.3 Edablish a Center for IW-D Planning and Coordination.......... 6-8
6.2.4 Edablish a Joint Office for System, Network and
INfrastructure  DESIGN .......coceeeeeessssssssssssssssssssssssssns 6-9
6.2.5 Edablish a Red Team for Independent Assessments ................ 6-12
6.3 INCrEaSE AWAIENESS .......oomreeeersreeessssssssssssssssssssssssssssssssssssssssees 6-15
6.4 Assess Infrastructure Dependencies and Vulnerahilities................... 6-17
6.5 Define Threst Conditions and REJPONSES .........ccuummmmmmmmmmmmmmmmmmmmmmmmnns 6-18
6.6 ASESS IW-D ReaAINESS ... 6-19
6.7 “Rasethe Ba” with High Pay-Off, Low-Cogt Items ... 6-21
6.8 Eddblish and Mantan a Minimum Essentid Information Infragructure 6-22
6.9 Focus the R&D...............oooooi . B 24
6.10 Staff fOr SUCCESS ... oo 6-26
6.11 Resolve the Legal ISSUES. ... ... 6-27



TABLE OF CONTENTS (Continued)

Section Page
6.12 Paticipate Fully in Criticd Infragtructure Protection.......................... 6-28
6.13 Provide the RESOUICES.............ccoiiiiiiiiiiiie 6-33

7.0 SUMMARY oo 7-1

APPENDIX A: Threat ASSESIMEN oo A-l

APPENDIX B: Nationd Inteligence Exploitation Architecture.................L.. B-I

APPENDIX C: A Taxonomy for Information Warfare€?.................cccoooooiiiin, C-l
APPENDIX D: Organizationa MOGES .....cooovmvmvvmrmssssmssssssssssssimssssssssssssinnns D-I
D. 1 Centers for Disease Control and Prevention...........n D-2
D.2 Federd Emergency Management Agency Federd Response Plan ... D-17
D.3 Nationd Drug Inteligence CEnter .....sssssssssssssssssssee. D-34
APPENDIX E: Think PIECES. ... 0o E-I.
E. 1 Information Infrastructure Assurance Principles........................ E-2
E2 “Rase the Ba” EXErCISE ..., E-7
APPENDIX F. Technology ISSUES..........cocoviviiiiiiiiiiiiii F-I
APPENDIX G: List Of ACIONYMS.........coooiiiiiiiiii G-I
APPENDIX H: GlOSSAY ... H-I



LIST OF EXHIBITS

Exhibit

ES-1  OBSEVALIONS ...ooovoovvvrsssnnrrssssesssssssssssssssssssssssssssssssssssssssssssssssssssssssses

ES-2  ReCOMMENGBIONS ....crrrvvevvvvrisssssessssssssssssssssssssssssssssssssssssssssssssssssssssssens

-1 TEMS Of REFEIENCE ... ssisssssssessssssssssssssssssssssseess

-2 Additiona 1tems Of INErES ........cccoomrrrereeeeessnsesesessssssssssssssseeses

-3 Task FOrCe MEMDENS ........vooceeessrrsresessssssssssssssssssssssssssssssssssssssssssses

2-1 A Fragile FOUNEION .......ccuissssssssssssssssssssssssssseesessesssssssssssssssssssees

2-2  Infragructures and DePendENCIES ........comrervessminsssssssssssssssssns

2-3  VUINEADIITIES ..o sssssssssssssssssssssssssssssssssees

2-4  VuneadilitiesdExploitation ~ TeChNIQUES ...

2-5  The THhreat iS REA .......cccoiierrrevcevsssssssesssssssssssssssssssssssssssssssssssssns

2-6 THreat ASSESIMENL e sssssssssssssssssssssssees

2-7 The Risk-A Clear and Present Danger .....msssssssssssmmms

3 INitid  OBSEVAIONS .......cooorrrrrecesssssssssssssssssssssssssssssssssssssssssssssssnes

3-2  Informaion Warfare IS DIfferent ...,

3-3 Intelligence  Community  ORSEVEIONS .........coonrreeeeeessmmssseesessessseens

3-4  Additionad OBRSEVAIONS .......cooimrrrrrrresssssmmsssssssssssssssssssssssssssssssssssssens

35  Additiond ODSEVAIONS ...

3-6  Additionad OBRSEVAIONS ......cccoiireeeeesesmmnssssssssessssssssssssssssssssssssssssens

3-7  Additionad OBRSENVAIONS .......cooimrrrrrrreessssmmsssssssssssssssssssssssssssssssssssens

3-8 Additiona ODSENVAIONS .....cceereevrrvvvvvsrisssssssssssssssssssssssssssssssssssssssssses

4-| Nationa Gods for Information Warfare (Defense) ...

4-2  The Nationa TNErESS .....cccorrvvinrrssisssssssssssssssssssssssssssssssssssssssnns

5-1 Procedures, Processes and Mechanisms ........ccnensssssssssssnssnns

6-1 Designate an Accountable IW Foca POINt ...

6-2  Organize fOr IW-D ..ciisssseeeessscsssssssssssessssssssssssssssssssssssssssssenns

62- 1 Edablish a Center for Inteligence Indications and Warning, Current
Intelligence, and Threst ASSESSMENLS ..oooovvvevssssvsesssimsssessssssssssssissssess

6-2-2 Edtablish a Center for IW-D Operations ...

6-2-3 Edablish a Center for IW-D Planning and Coordination...............e.

6-2-4 Edablish a Joint Office for System, Network and Infragtructure Design .....

6-2-5 Edgablish a Red Team for Independent ASSESSMENES ......vvvvvmmmmmmmmmmmmmmmmmmmnnnnns

6-2-6 Organizationad Recommendetion - DOD  ASPECES -eevevvrrrsmmeveenesrssssssseseenn

6-2-7 Organizationd Recommendations - Functional ASPECES .....ccccvvvveeesssssinnnn

6-3 [NCIEASE AWBIENESS -..oeevvvvessseseessssssesssssssssssssssssssssssssssssssssssssssssssssssssssssns

5-1

6-2
6-3

6-5
6-7
6-9
6-12
6-13
6-14
6-15
6-16



LIST OF EXHIBITS (Continued)

Exhibit Page
6-4  Assess Infragructure Dependencies and Vulnerabilities ..., 6-17
6-5-1 Define Threat Conditions and RESDONSES ....cvvvevvvevvesssssssssisisssssssssssssssssees 6-18
6-5-2  Sample Threat Condition and REJPONSE ...cceveverrrssmmsverssssssssssssessssssssssnee 6-19
6-6  ASSESS IW-D REAUINESS ......ocererrerrrrrrrsvsssssssssssssssssssssssssssssssssssssssssssssssnsens 6-20
6-6 Asess IW-D Readiness (ContiNUE) ..........ereeeeesemmmmmmnmsessssssssssssnnanns 6-21
6-7 “Raise the Ba” with High-Payoff, Low-Cost ItEMS ..cccccooovvvmmvvnvvnrrnsnssnsns 6-22
6-8 Edadlish and Mantan a Minimum Essentid Information Infrastructure.... 6-23
6-9  FOCUS the R&ED....coiircevevisinsssnnsssesssssssssssssssssssssssssssssssssssssssssssssssssess 6-25
B 10  SHEf fOr SUCCESS....ovvvvvvvvririssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssnsanas 6-27
6-1 1 Resnlve the Lega ISTUES .......cesvsinnsssssssssssssssssssssssssssssssssenss 6-28
6 12- 1 Paticipate Fully in Critical Infrastructure Protection ..........cooereeeeeeeeens 6-29
6 12-2 Paticipate Fully in Critica Infrastructure Protection (Continued). .............. 6-29
6- 12-3 Paticipate Fully in Critica Infrastructure Protection (Continued). .........o... 6-30
6 12-4 Paticipate Fully in Critica Infragtructure Protection (Continued). ............ 6-31
6 1255 Paticipate Fully in Criticd Infrastructure Protection (Continued). ........... 6-32
6 12-6 Possble IW Target Protection ReSpONSIDIIIES ........covvvvvvevvvvvvvvemeemsmsennennennns 6-32
6 13 1 Provide the RESOUICES.....cccorrrrvvssssmssssssssssssssssssssssssssssssssssssssssssssnnns 6-33
6-13-2 Get Started RESOUICES ...........crrriissssssssssssssssssssssssssssssssssssssssssssess 6-34
7-1 Tie It TOGENES ... 7-1

7-2  And Stat ImMmediadely ..o 7-2

vi



EXECUTIVE SUMMARY

The Environment

The national security posture of the United States is becoming increasingly dependent on U.S.
and internationd infrastructures. These infragtructures are highly interdependent, particularly
because of the inter-netted nature of the information components and because of their reliance on
the nationd information infrastructure. The information infrastructure depends, in turn, upon
other infrastructures such as eectrica power.

Protecting the infrastructures againg physicd and dectronic atacks and ensuring the availability
of the infrastructures will be complicated. These infrastructures are provided mostly (and in
some cases exclusvely) by the commerciad sector; regulated in part by federa, state, and local
governments, and dgnificantly influenced by market forces Commercid services from the
nationd information infragiructure provide the vast mgority of the telecommunications portion
of the Defense Information Infrastructure (DII). These services are regulated by Federd and date
agencies. Locd government agencies regulate the cable tdevison portion of the information
infrastructure. Power generation and digtribution are provided by very diverse activities—the
Federd government, public utilities, cooperatives, and private companies. Interstate
telecommunications are regulated by the Federd Communications Commission, intrastate
telecommunications by the date public utilities commissons. Interdate power digtribution is
regulated by the Federd Energy Regulatory Commission, intrastate power generation and
digribution by the date public utilitties commissons.

Observations

Information infrastructures are vulnerable to atack. While this in itsdf poses a nationd security
threet, the linkage between information systems and traditiond critica infrastructures has
increased the scope and potentid of the information warfare threat. For economic reasons,
increasing deregulation and competition creste an increased reliance on information systems to
operate, maintain, and monitor critica infragtructures. This in turn creates a tunnd of
vulnerability previoudy unredized in the higory of conflict.

Information warfare offers a veil of anonymity to potentid attackers. Attackers can hide in the
mesh of inter-netted systems and often use previoudy conquered systems to launch their attacks.
The lack of geographicd, spatid, and politica boundaries offers further anonymity and legd and
regulatory arbitrage; this lack dso invdidates previoudy established “nation-date’ sanctuaries.
Information warfare is dso rdaively chegp to wage, offering a high return on investment for
resource-poor adversaries. The technology required to mount attacks is relaively smple and
ubiquitous. During information warfare, demand for information will drameticaly incresse
while the capacity of the information infragtructure will most certainly decrease. The law,
paticularly internationa law, is currently ambiguous regarding crimindity in and acts of war on
information infragtructures. This ambiguity, coupled with a lack of clearly designated
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respongbilities for eectronic defense hinders the development of remedies and limits response
options.

Exhibit ES-1 shows additional obsarvations.

. Information warfare has been particularly troublesome for
the intelligence community

« We lack a common vocabulary

« Resources are focused on classified content and systems
. It is easy to make the /W-D problem too hard

. Acquisition policy and practices pose dilemmas

. However, a lot can be done

« And DoD must start now!

Exhibit ES-I. Observations
What Should We Defend?

The current Adminigtration’s national security strategy for the United States suggests that the
nation's “economic and security interests are increasingly inseparable’ and that “we smply
canot be successful in advancing our interests-political, military and economic-without
active engagement in world affairs” In the broad sense, then, the scope of nationd information
interests to be defended by information warfare defense and deterrence capabilities are those
politica, military, and economic interests. These include the continuity of a democratic form of
government and a free market economy, the ability to conduct effective diplomacy, a favorable
balance of trade, and a military force that is ready to fight and that can be deployed where
needed. These interests are supported by the delivery of goods and services that result from the
conduct of functiona activities such as manufacturing, governing, banking and finance, and the
like. Some of these activities are criticd to the naion’s palitical, military, and economic
interests. These criticd functiond activities, in turn, depend on information technology and
critical infrastructures such as banking and finance, dectric power, tdecommunications, and
trangportation.

In generd, U.S. infrastructures are extremey reliable and available because they have been
designed to respond to disruptions, particularly those caused by natura phenomena. Redundancy
and diverse routing are two examples of design techniques used to improve reiability and
availability. However, deregulation and increased competition cause companies operaing these
infrastructures to rely more and more on informeation technology to centrdize control of ther
operations, to support critical functions, and to ddiver goods and services. Centrdization and
reliance on broadly networked information systems increase the vulnerabilities of the
infrastructures and the likelihood of disruptions or madevolent attacks.

The information users of nationd interest who can be attacked through the shared dements of the
nationd information infrastructure are those respongble for peforming the criticd functions
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necessary for the delivery of the goods and services upon which our palitica, military, and
economic interests depend.

The Depatment of Defense (DoD) must preserve its ability to fulfill its basc missons. To do
that, DoD must be concerned about the ensured operation of the critical functions and the
avalability of information necessary to fulfill those missons. The intertwined nature of the
functions of nationd interest and supporting infrastructures add to the complexity: there are
criticd functions which have natiiona security implications and which must be defended; and
there are critica portions of the infrastructures which are necessary for the operation of DoD and
nationd  functions

How Should We Defend?

The concept for defending the information infrastructure and the information components of
other critica infragtructures includes the following principles.

o Ciriticd functions must be capable of being performed in the presence of information
warfare attacks.

o Some minimum essentid infrastructure capability must exist to support these critica
functions.

o Point and layered defenses are preferable to area defenses.

o The infrastructure must be designed to function in the presence of failed components,
systems, and networks. The risk associated with failed components, systems, and
networks must be managed since it cannot be avoided.

« The infrastructure control functions should not be dependent on norma operation of the
infragtructure.

o The infrastructure must be capable of being repaired.

The concept for defending is as fallows. In the information age as in the nuclear age, deter is the
fird line of defense. This deterrence mugt include an expression of nationd will as expressed in
law and conduct, a declaratory policy reative to consequences of an information warfare attack
agang the United States, and an indication of the resiliency of the information infrastructure to
survive an dtack. Technology to conduct information warfare is Smple and ubiquitous, some
form of infrastructure robustness and protection is essentid. It is technicdly and economicaly
impossible to design and protect the infrastructure to withstand any and dl disruptions,
intrusions, or attacks (or avoid dl risk). The risk can be managed, however, by protecting
sdlected portions of the infragtructure that support critical functions and activities necessary for
maintaining politica, military, and economic interets. An equaly important function is to verify
through independent assessments that the design principles are being followed, that protective
measures are being implemented where gppropriate, and that the information warfare (defense)
readiness posture is as reported.

Tacticd warning, damage control, attack assessment, and restoration ensures the continuance of

these critical functions and activities in the presence of disruptions or atacks. The essence of
tactical warning is monitoring, detection of incidents, and reporting of the incidents. Monitoring
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and detection of infrastructure disruptions, intrusons, and attacks are adso an integrd part of the
defense againg information warfare. Providing an effective monitoring and detection capability
will require some policy initigtives, some legd clarification, and an ambitious research and
development program. The telecommunications infrastructure will be subject to some form of
attack and we should have some capability to limit the damage that results and to restore the
infrastructure. Little research has been devoted to the basic procedures necessary to contain
“battle’ damage, et done the tools which might provide some automated form of damage
control. Some form of attack assessment is essentia to determine the impact of an attack on
critica functions and the appropriate response to an atack. Restoration of the infrastructure
implies some capability to repar the damage and the availability of resources such as personnd,
sandby services contracts, and the like. The basic functions of monitoring, detection, damage
control, and restoration must begin a the lowest possible operating level. Reports of the activity
must be passed to regional, DoD, and nationd-levdl organizations to establish patterns of activity
and to request assistance as needed in damage control and restoration. Findly, some form of
response to the intrusons or atacks may be necessary to deter future intrusons or atacks. The
response could entail civil or crimind prosecution, use of military force, perception managemernt,
diplomdtic initiatives, or economic mandates. Because response might dso involve offensve
information warfare, this report does not address it in detall.

Recommendations

The Task Force makes 13 key recommendations as shown in Exhibit ES-2. The Task Force
consders these recommendations as imperatives.

Bottom Line - DoD has an urgent need to:
1. Designate an accountable IW focal point
2. Organize for IW-D
3. Increase awareness
4. Assess infrastructure dependencies and vulnerabilities
5. Define threat conditions and responses
6. Assess IW-D readiness
7. “Raise the bar” (with high-payoff, low-cost items)
8. Establish a minimum essential information infrastructure
9. Focus the R&D
10. Staff for success
11. Resolve the legal issues
12. Participate fully in critical infrastructure protection
13. Provide the resources

DSB has been urging action on this problem for 3 years!

Exhibit ES-2. Recommendations

In addition, the Task Force made over 50 additiond recommendations, which are categorized
under these key recommendations. (Note that the first recommendation addresses al of

ES4



information warfare, not just defensve information warfare) The Task Force atempted to
prioritize these “key recommendations,” but in the end decided that portions of al of these key
recommendations should be implemented immediady.

The following discussons provide dl of the recommendations made by the Task Force. The
parenthetical entry following esch of the key recommendations identifies the section of the report
in which the recommendations are discussed in detall.

1. Designate an accountable IW focal point (6.1). Thisis the most important recommendation
the Task Force offers. The Task Force believes that the Secretary of Defense needs a single foca
point charged to provide daff supervison of the complex activities and interrelationships that are
involved in this new warfare area. This includes oversght of both offendve and defensive
information warfare planning, technology development and resources. The SECDEF should:

la. Designate ASD(C3l) as the accountable focal point for all IW issues.

la(l). Develop a plan and associated budget beginning in FY 97 to obtain the
needed IW-D capability.

la(2). Authorize ASD(C3l) to issue IW instructions.

la(3). Consider establishing a USD(Information).

Ib. Establish a DASD(IW) and supporting staff to bring together as many IW
functions as possible.

2. Organize for IW-D (6.2). This key recommendation identifies the need for specific IW-D
related capabilities and organizations to provide or support the cgpabilities. While not
specificaly addressed by the Task Force, virtua organizations that draw on existing assets and
capabilities can be established.

2a. Establish a center to provide strategic indications and warning, current
intelligence, and threat assessments. The SECDEF should request the DCI to:

2a(1). Establish an & W/TA center at NSA with CIA and DIA support.

2a(2). Task and resource the Intelligence Community to develop the
processes for Current Intelligence, Indications and Warning, and Threat
Asessments for  IW-D.

2a(3). Encourage the Intelligence Community to develop information-age
trade craft, daff with the right <ills and train for the information age

2a(4). Conduct comprehensive case studies of U.S. offensive programs and a
former foreign program to identify potential indicator-ollection, funding,
training, etc.

2a(5). Establish an organization to examine and analyze probable causes of
all security breaches.

2a(6). Develop and implement an integrated National Intelligence
Exploitation Architecture to support the organization and processes.
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In addition, the SECDEF should:

2a(7). Direct the development of IW Essential Elements of Information.

2b. Establish a center for IW-D operations to provide tactical warning, attack
assessment, emergency response, and infrastructure restoration capabilities. The
SECDEF should:

2b(1). Establish a DoD IW-D operations center at DISA with NCS, NSA, and
DIA support.

2b(2). Develop and implement distributed tactical warning, attack
assessment, emergency response, and infrastructure restoration procedures.

2b(3). Interface the operations center with Service and Agency capabilities
and |&W/TA support.

2b(4). Establish necessary liaison (e.g., with military and government
operations centers, service providers, intelligence agencies, and computer
emergency response centers).

2c. The SECDEF should establish an IW-D planning and coordination center
reporting to the ASD(C3l) with interfaces to the intelligence community, the Joint
Staff, the law enforcement community, and the operations center. This center will:
develop an IW planning framework; assess IW policy, plans, intelligence support,
dlocation of resources, and IW incidents;, develop procedures and metrics for assessing
infrastructure and information dependencies, and facilitate sharing of sendtive
information such as threats, vulnerabilities, fixes, tools, and techniques within DoD and
among government agencies, the private sector, and professond associations.

2d. Establish a joint office for system, network and infrastructure design. This
office will: develop and promulgate IW-D policies, architectures, and standards, design
the information infrastructure for utility, resliency, reparability, and security; develop
and implement an IW-D configuration management process, and conduct independent
verification of desgn and procurement specifications to ensure compliance with the
design. The SECDEF should:

2d(1). Establish a joint security architecture/design office within DISA to
shape the design of the DoD information infrastructure.

2d(2). Establish a process to verify independently and enforce adherence to
these design principles.

2e. Establish a Red Team for independent assessments. The Red Team would assess
the vulnerabilities of new systems and sarvices and would conduct “IW-like' attacks to
verify the readiness posture and preparedness of the fighting forces and supporting
activities. The SECDEF should:
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2e(1). Establish a Red Team which is accountable to SECDEF/DEPSECDEF
and independent of design, acquisition, and operations activities.

26(2). Develop proceduresfor employment of the Red Team.

3. Increase awareness (6.3). The Task Force strongly suggests the need to make senior-leve
government and indudtry leeders aware of the vulnerabilities and of the implications. To that
end, the SECDEF should:

3a. Establish an internal and external IW-D awareness campaign for the public,
industry, CINCs, Services, and Agencies.

3b. Expand the IW Net Assessment recommended by the 1994 Summer Study to
include assessing the vulnerabilities of the DIl and NII.

3c. Review joint doctrine for needed IW-D emphasis.

3d. Explore possibility of large-scale IW-D demonstrations for the purpose of
understanding cascading effects and collecting data for simulations.

3e. Develop and implement simulations to demonstrate and play IW-D effects
(USD(A&T) lead).

3f. Implement policy to include IW-D realism in exercises.

3g. Conduct IW-D experiments.

4. Assess infrastructure dependencies and vulner abilities (6.4). Various infrastructures are
vitaly needed to support mobilization, deployment, and employment of forces and to control and
sudtain those forces. Some of these interconnected infrastructures are known to have single
points of falure. Therefore, the SECDEF should:

4a. Develop a process and metrics for assessing infrastructure dependency.
4b. Assess/document operations plans infrastructure dependencies.

4c. Assess/document functional infrastructure dependencies.

4d. Assess infrastructure vulnerabilities.

4e. Develop a list of essential infrastructure protection needs.

4f. Develop and report to the SECDEF the resource estimates for essential
infrastructure protection.

4g. Review vulnerabilities of hardware and software embedded in weapons systems.

5. Define threat conditions and responses (6.5). Conditions analogous to DEFCON should be
developed to provide a common understanding of IW threat conditions. Appropriate responses
to these conditions should aso be developed using the Task Force suggestions outlined in the
report as a garting point. The SECDEF should:
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5a. Define and promulgate a useful set of IW-D threat conditions which is
coordinated with current intelligence community threat condition definitions.

5b. Define and implement responses to IW-D threat conditions.

5¢c. Explore legislative and regulatory implications.

6. Assess IW-D readiness (6.6). A standardized process is necessary to enable commander's to
asess and report their operationa readiness status as it relates to their specific dependency on
information and information services. Usng the standard vocabulary suggested by the Task
Force, the SECDEF should:

6a. Establish a standardized IW-D assessment system for use by CINCs MilDeps,
Services, and Combat Support Agencies.

6b. Incorporate IW preparedness assessments in Joint Reporting System and Joint
Doctrine, for example.

7. “Raisethe bar” with high-payoff, low-cost items (6.7). There are anumber of low-cost
activities the Department can undertake to “raise the bar” sgnificantly for potentid systems and
network intruders. Three specific Task Force recommendations are that the SECDEF should:

7a. Direct the immediate use of approved products for access control as an interim
until @ MISSI solution is implemented and for those users not programmed to
receive MISSI products.

7b. Examine the feasibility of using approved products for identification and
authentication.

7c. Require use of escrowed encryption for critical assets such as databases,
program libraries, applications, and transaction logs to preclude rogue employees
from locking up systems and networks.

8. Establish and maintain a minimum essential information infrastructure (6.8). A strategy
and an overdl architecture concept employing existing core capabilities such as Milsar must be
developed to serve as a means for restoring services for critical functions and adapting to large-
scae outages. The SECDEF should:

8a. Define options with associated costs and schedules.

8b. Identify minimum essential conventional force structure and supporting
information infrastructure needs.

8c. Prioritize critical functions and infrastructure dependencies.
8d. Design a Defense MEIl and a failsafe restoration capability.

8e. Issue direction to the Defense Components to fence funds for a Defense MEII
and failsafe restoration capability.
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9. Focus the R&D (6.9). While many commercid and approved security products are available
to meet some of the Department’s needs, these products generally do not meet the Department’s
needs in large-scale distributed computing environments and generdly do not protect aganst
denid of service atacks. Therefore, the SECDEF should focus the DoD R&D program on the
following aress.

9a. Develop robust survivable system architectures.

9b. Develop techniques and tools for modeling, monitoring, and management of
large-scale distributed/networked systems.

9c. Develop tools and techniques for automated detection and analysis of localized
or coordinated large-scale attacks.

9d. Develop tools for synthesizing and projecting the anticipated performance of
survivable distributed systems.

9e. Develop tools and environments for IW-D oriented operational training.

of. Develop testbeds and simulation-based mechanisms for evaluating emerging
IW-D technology and tactics.

In addition, the SECDEF should work with the National Science Foundation to:

9g. Develop research in U.S. computer science and computer engineering programs.

9h. Develop educational programs for curriculum development at the
undergraduate and graduate levels in resilient system design practices.

10. Staff for success (6.10). A cadre of high-qudity, trained professonds with recognized
career pahs is an essentid ingredient for defending present and future information sysems. The
Task Force recommends that the SECDEF-:

10a. Establish a career path and mandate training and certification of systems and
network administrators.

10b. Establish a military skill specialty for IW-D.

10c. Develop specific IW awareness courses with strong focus on operational
preparedness in DoD’s professional schools.

11. Resolve the legal issues (6.11). The advent of digtributed computing has and will continue
to further blur the boundaries of the systems and networks that the Department uses.  Confusion
aso gems from uncertainty over when or whether a wiretap approva is needed. Govemment-
wide guidance, and perhaps legidation as well, are needed in the areas of Department assistance
to the private sector (e.g., Computer Security Act), tracing attackers of unknown nationdity
(intelligence versus U.S. persons), tracking attackers through multiple systems, and
obtaining/requiring reports of computer-related incidents from the private sector owners and
operators of critical infrastructures. The SECDEF should:
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11a. Promulgate for Department of Defense systems:

o Guidance and unequivocal authority for Department users to monitor,
record data, and repel intruders in computer systems for self protection.

« Direction to use banners that make it clear the Department’s
presumption that intruders have hostile intent and warn that the
Department will take the appropriate response.

o IW-D rules of engagement for self-protection (including active response)
and civil infrastructure support.

11b. Provide to the Presidential Commission on Critical Infrastructure Protection
proposed legislation, regulation, or executive orders for defending other systems.

12. Participate fully in critical infrastructure protection (6.12). The Task Force makes the
following recommendations to the SECDEF regarding the activities of the Presdent’s
Commisson on Critica Infrastructure Protection. Detalled suggestions for each of the beow
recommendations are outlined in Section 6.12.

12a. Offer specific Department capabilities to the President’s Commission.
12b. Advocate the Department’s interests to the President’s Commission.

12c. Request the Commission provide certain national-level capabilities for the
Department.

12d. Suggest IW-D roles for government and the private sector.

13. Provide the resources (6.13). The Task Force reviewed dl of the individud

recommendations categorized under the key recommendations and estimated to $5 million
granularity what the implementation costs might be. The cost estimate is $3.01 hillion over
fisca years 1997 through 2001. However, the Department should make a detailed estimate.
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SECTION 1.0

INTRODUCTION

The Task Force was formed in November of 1995. It met formdly eght times. Four individud
pands were formed to address specific issues and each met about the same number of times.
During the course of the study, the Task Force drew upon previous DSB Task Force efforts.
Some recurring themes will be pointed out later in the report.

The objective of the study was to make recommendations regarding the creation and maintenance
of specific aspects of a natiiond information warfare defense capability. Exhibit I-| shows the
specific tasks outlined by the terms of reference.

« TOR #1 - Identify the information users of national interest who can be
attacked through the shared elements of the national information
infrastructure. This should include telecommunications, public
transportation, financial services, public safety, and the mission essential
functions of the Department of Defense.

« TOR #2 - Determine the scope of national information interests to be
defended by information warfare defense and deterrence capabilities.

« TOR #3 - Characterize the procedures, processes, and mechanisms
required to defend against various classes of threats to the national
information infrastructure and the information users of national interest.

« TOR #4 - Identify the indications and warning, tactical warning, and attack
assessment procedures, processes, and mechanisms needed to
anticipate, detect, and characterize attacks on the national information
infrastructure and/or attacks on the information users of national interest.

« TOR #5 - Identify the reasonable roles of government and the private
sector, alone and in concert, in creating, managing, and operating a
national information warfare-defense  capability.

. TOR #6 - Provide specific guidelines for implementation of the Task
Force’'s  recommendations.

Exhibit 1-1. Terms of Reference

In addition to the Terms of Reference objectives, the Task Force was requested to look at
additiond items of interest shown in Exhibit |-2. The Nationa Research Council study was
mandated by Public Law 103-160, Defense Authorization Bill for Fisca Year 1994, November
30, 1993. Pre-publication copies of this report were released May 30, 1996. Because of the
potentia role of cryptography in information warfare - defense (IW-D), the Task Force was
encouraged to review the NRC report in the context of the Task Force deliberations. To avoid
duplication and to provide additiond focus to the study, the Task Force received briefings on the
sudy of the Globad Information Infrastructure sponsored by the Director of Centrd Intelligence.
This excdlent sudy effort provided vauable ingghts into the globd implications of defensve
information warfare.



. DoD
- Organization for defensive information warfare
- Legislation and enforcement
- Enabling technologies
- Indications and warning/response center
- Intellectual framework/taxonomy
- Intelligence community
- Red teaming
« NRC study on “Cryptography’s Role in Securing the
Information  Society”

o DC/ study of the Global Information Infrastructure

. Presidential Commission on Critical Infrastructure
Protection

Exhibit |-2. Additional Items of Interes

During the Task Force ddiberations, the Presdent signed Presidentid Decison Directive 39 (late
1995) and Executive Order 13010 (July 15, 1996). These established a President’s Commission
on Critical Infrastructure Protection. The Commisson was tasked to develop a comprehensve
nationd policy and implementation drategy for protecting critica infragtructures from physica
and cyber threats. The Task Force was advised that after review and approva of the Task Force
report by OUSD(A&T), the Defense Science Board will forward its report to the Commission as
a “dsatement of DoD issues, concerns, requirements, and recommendations.”

The sponsors of the study were the Honorable Emmett Paige, Jr., Assstant Secretary of Defense
for C3I; and VADM Arthur K. Cebrowski, Director for C4 Systems, Joint Staff.

Task Force members are shown in Exhibit [-3. A variety of disciplines were
represented--academia, the telecommunications, banking, and aerospace indudries, sysems
integrators, former military--and a number of members with former government service. In
order to examine the issues more closdly, the Task Force organized into four panels.

Mr. Duane Andrews, Chairman Mr. Donald C. Latham, Vice Chairman
Mr. John G. Grimes Gen. Bernard P. Randolph, USAF (Ret.)
Org'n and Mgmt Pand Chairman Technology Pand Chairman
Mr. Paul A. Strassmann, Mr. Lawrence T. Wright,
Policy Panel Chairman Threat Panel Chairman
Mr. Edward C. Aldridge Mr. Bob Neshit
Mr. Stewart A. Baker Dr. Percy A. Pierre
Dr. Delores M. Etter Mr. John P. Stenbit
Mr. Charles A. Fowler Mr. Lowel E. Thomas
Dr. George H. Heilmeier ADM Harry D. Train Il, USN (Ret.)
Mr. John Lane Dr. WillisH. Ware
Mr. Alan J. McLaughlin CDR Frank Klein, Executive Secretary

Exhibit 1-3. Task Force Members
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SECTION 2.0

ENVIRONMENT

21  GROWING DEPENDENCY, GROWING RISK

The objective of warfare waged againgt agriculturally-based societies was to gain control over
therr principd source of wedth: land. Military campagns were organized to destroy the
capacity of an enemy to defend an area of land.

The objective of warfare waged againgt industridly-based societies was to gain control over their
principa source of dl wedth: the means of production. Military campaigns were organized to
destroy the capacity of the enemy to retain control over sources of raw materias, labor and

production capecity.

The objective of warfare to be waged againgt information-based societies is to gain control over
the principa means for the sustenance of al wedth: the capacity for coordination of socio-
economic inter-dependencies. Military campaigns will be organized to cripple the capacity of an
information-based society to carry out its information-dependent enterprises.

In the U.S. society, over 60 percent of the workforce is engaged in information-related
management activities. The vaue of most wedth producing-resources depends on “knowledge
capital” and not on financia assets or masses of labor. Similarly, the doctrine of the U.S.
military is now principaly based on the superior use of information.

“The joint campaign should fully exploit the information differential, that is the
superior access to and ability to effectivdly employ information on the drategic,
operationa and tactical gStuation which advanced U.S. technologies provide our
forces” [Joint Pub. 1, p. 1V-91

The military doctrines shaping U.S. force structure and operationa planning assume this
information  superiority. “Joint Vison 2010 focuses the srengths of each individud Service on
operational concepts that achieve Full Spectrum Dominance’ This technologica view is shared
in the Army’s “Enterprise Strategy” and “Force XXI Concept of Operations,” the Navy's
“Forward ... From the Sea” the Air Force's “Globa Presence,” and the Marine's “Operational
Maneuver from the Sea”

The capstone Joint Vison 2010 provides the conceptua template for how Americas Armed
Forces will channd the vitdity and innovation of our people and leverage technologica
opportunities to achieve new leves of effectiveness in joint war-fighting. It addresses the
expected continuities and changes in the drategic environment, including technology trends and
their implications for our Armed Forces. It recognizes the crucia importance of our current high-
qudity, highly trained forces and provides the basis for their further enhancement by prescribing
how we will fight in the early 21st century. This vison of future warfighting embodies the
improved intdligence and command and control available in the information age and goes on to
develop four operationd concepts dominant maneuver, precison engagement, full dimensiona
protection, and focused logigtics.
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It is not prudent to expect the U.S. dependence on information-dominated activities for wedlth
producing and for national security to go unchalenged. In his book, Strategy: the logic of war
and peace [1987, Belknap Press, pages 27-28], Edward Luttwak notes:

The notion of an ‘action-reaction’ sequence in the development of new war
equipment and newer countermeasures, which induce in turn the development of
counter-countermeasures and gill newer equipment, is deceptivey familiar. That
the technical devices of war will be opposed whenever possible by other devices
desgned spedificdly againgt them is obvious enough. Slightly less obvious is the
relationship (inevitably paradoxical) between the very success of new devices and
their eventud falure any sensible enemy will focus his most urgent efforts on
countermeasures meant to neutralize whatever opposing device seems most
dangerous at the time.

The redity is that the vulnerability of the Department of Defense-and of the nation-to
offendgve information warfare attack is largely a sdf-created problem. Program by program,
economic sector by economic sector, we have based critica functions on inadequately protected
telecomputing services. In aggregate, we have created a target-rich environment and the U.S.
industry has sold globaly much of the generic technology that can be used to drike these targets.

Despite the enormous cumulative risk to the nation’s defense posture, at the individua program
leve there dill is inadequate understanding of the threat or acceptance of responsibility for the
consequences of attacks on individua systems that have the potentid to cascade throughout the
larger enterprise.

A case examined in some detail by the Task Force was the dependence of the Global
Transportation Network on unclassified data sources and the GTN interface to the Global
Command and Control System (GCCS). GCCS will continue to increase in importance as it
becomes the sysem of systems through which CINCs, JTFs, and other commanders gain access
to more and different information sources. Although GCCS has undergone selected security
testing, much remains to be accomplished. For example, security testing to date has focused
principaly upon Oracle databases and applications evaluation. Other GCCS aspects need
thorough security testing; eg., database applications (Sybase), message functions and
configuration management. GTN and GCCS are not unique circumstances. The Globa Combat
Support System and a long series of Advanced Concepts Technology Demondtrations currently
shaping the future of CAISR follow a remarkably smilar pattern: Wel-intentioned program
managers work very hard to deliver an improved misson capability in a congrained budget
environment. The operators they are supporting do not emphasize security and neither operators
nor developers are held responsible for the contribution their individua program makes to the
collective risk of cascading falure in the event of information warfare attack.

To reduce the danger, adl defense investments must be examined from a network- and
infragtiructure-oriented perspective, recognizing the collective risk that can grow from individua
decisons on systems that be connected to a shared infrastructure. Only those programs that can
operate without connecting to the globa network or those that can operate with an accepted leve
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of risk in a networked information warfare environment should be built. Otherwise, we are
paying for the means that an enemy can use to attack and defeat us.

The shift from the indudrid age to the information age and the implications are illudrated in
Exhibit 2-1

Future Forces

/ Telecommunications \

/ People - Draft \

/ Transportation \
/ Manufacturing \
Industrial Age Information Age

Exhibit 2-1. A Fragile Foundation

The United States formerly enjoyed a broad-based manufacturing foundation to support other
infrastructures and conventiond and nuclear forces. With the increasing dependence on
information and information technology, that broad-based foundation has been reduced to a
rather narow base of congantly changing and increasingly vulnerable information and
information technology. Service and joint doctrine clearly indicate an increasng dependence of
future forces on information and information technology. However, the doctrine of information
Superiority assumes the avalability of the informaion and information technology-a dangerous
assumption. The published Service and joint doctrine does not address the operationa
implications of a falure of information and information technology.

By andogy, consider the protection implications of adding an arcraft carrier to our force
dructure. The carrier does not deploy in isolation. It is accompanied by al manner of ships,
arcraft, and technology to ensure the protection of the entire battle group: destroyers for picket
duty, cruisers for firepower, submarines for subsurface protection, arcraft and radar for early
warning, and so on. The United States must begin to consider the implications of protecting its
information-age doctrine, tactics, and wegpon systems. It can not Smply postulate doctrine and
tactics which rey s0 extensvely on information and information technology without comparable
atention to information and information systems protection and assurance. This attention,
backed up with sufficient resources, is the only way the Department can ensure adequate
protection of our forces in the face of the inevitable information war.

2-3



2.2 INFORMATION WARFARE

Although this task force specifically examined IW-D, it also consdered of a few of the concepts
behind offensve information warfare to help define the battlefidd upon which the defense must
operate.

Offensve information warfare is dtractive to many because it is chegp in relaion to the cost of
developing, maintaining, and using advanced military capabilities. It may cost little to suborn an
indder, creste fadse information, manipulate informeation, or launch malicious logic-based
wegpons againg an information system connected to the globaly shared telecommunications
infragtructure. The latter is particularly dtractive; the latest information on how to exploit many
of the design atributes and security flaws of commercid computer software is fredy available on
the Internet.

In addition, the attacker may be attracted to information warfare by the potentid for large non-
linear outputs from modest inputs. This is possble because the information and information
systems subject to offensive information warfare atack may only be a minor cost component of a
function or activity of interest--the database of the items in a warehouse costs much less then the
physcd items sored in the warehouse.

As an example of why information warfare is so easy, condder the use of passwords. We have
migrated to distributed computing systems that communicate over shared networks but largely
dill depend on the use of fixed passwords as the fird line of defense--a carry-over from the days
of the gand-alone mainframe computer. We do this even though we know that network

anadyzers have been and continue to be used by intruders to steal computer addresses, user
identities, and user passwords from al the mgor Internet and unclassified military networks.
Intruders then use these stolen identities and passwords to masguerade as legitimate users and
enter into systems. Once in, they apply fredy avalable software tools which ensure that they can
take control of the computer and erase al traces of ther entry.

It is important to dress that drategicaly important information warfare is not a trivia exercise of
hacking into a few computers--the Task Force does not accept the assertions of the popular press
that a few individuas can eadly bring the United States to its knees. The Task Force agrees that
it is easy for skilled individuds (or less skilled people with suitable automated tools) to bresk
into unprotected and poorly configured networked computers and to sted files, ingal maicious
software, or cause a denid of service. However, it is very much more difficult to collect the
intelligence needed and to analyze the designs of complex systems o that an attacker could
mount an attack that would cause nation-disrupting or war-ending damage at the time and place
and for the duration of the attacker’s choosng.

This is not to make light of the power of the common hacker “atack” methods reported in the
press. Many of these methods are sufficiently robust to enable significant harassment or large-
scae terrorist attacks. The Task Force adso acknowledges that malicious software can be
emplaced over time with a common time trigger or other means of activation and that the effect
could be of the scale of a mgor concurrent attack. While such an attack cannot be ruled out, the
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probability of such is assessed to be low. Currently, however, there is no organized effort to
monitor for unauthorized changes in operationad software even though for the past 3 years
unknown intruders have been routindy been penetrating DoD’s unclassified computers.

The above assessments do not mean that the threat of offensive information warfare is low or that
it can be ignored. The U.S. susceptibility to hogtile offensve information warfare is red and will
continue to increase until many current practices are abandoned.

Practices that invite attack include poorly desgned software applications; the use of overly
complex and inherently unsecure computer operating systems, the lack of training and tools for
monitoring and managing the tdecomputing environment; the promiscuous inter-networking of
computers cregting the potentiad for proliferating failure modes; the inadequate training of
information workers, and the lack of robust processes for the identification of system
components, including users. By far the mogt sgnificant is the practice of basng important
military, economic and socid functions on poorly desgned and configured information systems,
and gaffing these sysems with skill-deficient personnd. These personnd often pay little
atention to or have no understanding of the operationa consequences of information system
falure, loss of data integrity, or loss of data confidentidlity.

Information warfare defense is not chegp, nor can it be easly obtained. It will take resources to
develop the tools, processes, and procedures needed to ensure the availability of information and
integrity of information, and to protect the confidentidity of information where needed.
Additiond resources will be needed to develop design guidelines for system and software
engineers to ensure information systems that can operate in an information warfare environment.
More resources will be needed to develop robust means to detect when insders or intruders with

malicious intent have tampered with our syssems and to have a cgpability to undertake corrective
actions and restore the systems.

Note that the gppropriate investment in an information warfare defense capability has no
corrdaion with the invesment tha may have been made to obtain an offendve information
warfare cgpability. Information warfare defense encompasses the planning and execution of
activities to blunt the effects of an offensve information warfare attack. However, the vaue of
an invesment in information warfare defense is not a function of the cogt of the information or
information system to be protected. Rather, the vaue of the defense is a function of the vaue to
the defender of an information-based activity or process that may be subject to an information
warfare attack.

If the defender leaves unprotected vitd socid, economic, and defense functions that depend upon
information services, then the defender invites potentid adversaries to make an invesment in an
offendgve information warfare cgpability to attack these functions. To provide a robust deterrent
agang such an atack, an information-dependent defender should invest wisdy in a capability to
protect and restore vital functions and processes and demondirate that the information services
used are robust and resilient to attack.

2-5



Part of the chalenge is that the rate of technology change is such that most systems designers and
system engineers have their hands full just trying to keep up--never mind learning and applying
totally new security design practices. But the lack of such steps can cost. The organized
criminds that recently made a successful run a one of the mgor U.S. banks spent 18 months of
preparation, including downloading agpplication software and the emall of the software
designers, before they started to transfer funds eectronicaly.

It will cost even more, as well as rase sgnificant issues of privacy and the role of the
government, to design a warning system for mgor inditutions of society such as the banks or air
traffic control. Such a warning system should, as a minimum, provide tacticd warning of and
help in the characterization of atacks mounted through the information infrastructure.

Probably the biggest obgtacle will be the difficulty in convincing people--whether in commerce,
in the military, or in government--of the need to examine work functions and operating
processes. This examination should uncover unintentiona dependencies on the assumed proper
operdion of information services beyond ther control.

23 THE INFRASTRUCTURE

What is the Nationd Information Infrastructure (NII)? The phrase “information infrastructure’
has an expandve meaning. The NIl includes more than just the physcd fadilities used to
transmit, store, process, and display voice, data, and images. It encompasses a wide range and
ever-expanding range of equipment: cameras, scanners, keyboards, telephones, fax machines,
computers, switches, compact disks, video and audio tape, cable, wire, satellites, optica fiber
transmisson lines, microwave nets, switches, televisons, monitors, printers, and much more.

The NIl is not a cliff that suddenly confronts us, but rather a dope--one that society has been
climbing since postd services and semaphore networks were established. An information
infrastructure has exiged for a long time, continuoudy evolving with each new advance in
communications technology. What is different is that today we are imagining a future when dl
the independent infrastructures are combined. An advanced information infrastructure will
integrate and interconnect these physicad components in a technologicaly neutrd manner so that
no one industry will be favored over any other. Mogt importantly, the NIl requires building
foundations for living in the Information Age and for meking these technologica advances useful
to the public, busness, libraries, and other non-governmenta entities. That is why, beyond the
physica components of the infrastructure, the value of the NII to users and the nation will depend
in large pat on the qudity of its other eements

o The information itsdf, which may be in the form of video programming, scientific or
business databases, images, sound recordings, library archives, and other media Vast
quantities of that information exigt today in government agencies and even more vauable
information is produced every day in our laboratories, studios, publishing houses, and
elsewhere.

o Applications and software that dlow users to access, manipulate, organize, and digest the
proliferating mass of informetion that the NII's fadlities will put a their fingertips
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o The network standards and transmisson codes that facilitate interconnection and
interoperation between networks, and ensure the privacy of persons and the security of
the information carried, as well as the security and reiability of the networks.

o The people-lagdy in the private sector--who create the information, develop
gpplications and services, congruct the facilities, and train others to tap its potentid.
Many of these people will be vendors, operators, and service providers working for
private industry. Every component of the information infrastructure must be developed
and integrated if America is to capture the promise of the Information Age.

We cdl out domains within this infrastructure by names that reflect the interest of the user: the
Defense Information Infrastructure of the defense community; the Nationd Information
Infragtructure of the United States, the complex, interconnected Globa Information Infrastructure
of the future described so well to the Task Force by the representatives of the Centra Intelligence
Agency. The redity is that dmogt dl are interconnected.

DoD has over 2.1 million computers, over 10,000 LANS, and over 100 long-distance networks.
DoD depends upon computers to coordinate and implement aspects of every dement of its
misson, from desgning wegpon systems to tracking logigtics. In fidd testing, DISA has
determined that at least 65 percent of DoD unclassfied systems are vulnerable to attack.
Congder how this state come about.

The early generations of computer systems presented relatively smple security chalenges. They
were expensve, they were isolated in environmentaly controlled facilities; and few understood
how to use them. Protecting these sysems was largely a matter of physical security controlling
access to the computer room and of clearing the smal number of specidists who needed such
access.

As the size and price of computers were reduced, microprocessors began to appear in every
workplace, on the battlefieddd and embedded in weapons systems. Software for these computers
is written by individuals and firms scattered across the globe. Connectivity was extended, firg to
remote terminds, eventualy to loca- and wide-area communications networks, and now to
globa coverage. What was once a collection of separate systems is now best understood as a
dynamic, ever-changing, collection of subscribers usng a large, multifaceted information
infragtructure operating as a virtud Utility.

These legacy computer systems were not designed to withstand second-, third-, or “n’‘-order-level
effects of an offensve information warfare attack. Nor is there evidence that the computer
systems presently under development will provide such protection. The cost for “totdly
hardened” systems is prohibitive. Security criteria a present presume that computing can be
protected a its perimeter, primarily through the encryption of telecommunications links.
However, internal security may be more important than perimeter defense.

It is not necessary to break the cryptographic protection used to protect telecommunications and

data to atack classfied computing environments. The legacy protection paradigm used by DoD
was based upon the classfication of information. However, most classfied computer systems
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contain, and often rely on, unclassfied information. This undassfied information often has little
or no protection of the data integrity prior to entry into classfied sysems. The expected
interaction between GCCS and GTN is an example of this. An increasng number of DoD

systems contain decison aids and other event driven modules that, unless buffered from
unclassfied data whose integrity cannot be verified, are at risk.

To cope with this new redlity, the approach for managing information security must shift from
developing security for each individua system and network to developing security for
subscribers within the worldwide utility; and from protecting isolated systems owned by discrete
users to protecting distributed, shared systems that are interconnected and depend upon an
infragiructure that individua subscribers neither own nor control.

Successful protection policies within this globa dructure must be sufficiently flexible to cover a
wide range of systems and equipment from loca area networks to worldwide networks, and from
laptop computers to massvely pardld processing supercomputers. They must take into account
threat, both from the ingder and the outsider, and must espouse a philosophy of risk management
in making security decisons.

These protection chdlenges are made more difficult by the rgpid technologica and regulatory
changes under way in the digtributed computing environment. The Tdecommunications Act of
1996 is reshgping al aspects of interconnected communications in the United States. Similar
movements toward deregulation are under way across the globe. Into this regulatory turmoil
technology is introducing new services based on a bevy of competing waveforms and protocols
for use over copper, coaxia, glass, and wirdess mediums. To date, it is not possible to predict
how fragile or how robust the communications infrastructure will be in the near term--let done
the far future,

New computing technologies are being integrated into distributed computing environments on a
large scde even though the fragility of these technologies is not understood. Recent examples
include the post-deployment security flaws found in Netscape Navigator and in Java gpplets, the
ongoing market struggle to dominate the building blocks for World Wide Web applications
formed from collections of objects distributed across clients and servers that is under way
between the Object Management Group’'s Common Object Request Broker Architecture and
Microsoft Corporation’s Distributed Common Object Modd (each with a different gpproach to
security); and a proposed future where Microsoft would autometicaly deliver and ingall
software updates onto the customer’s desktop without the customer’s active involvement.

These environmentd factors have serious implications for information wafare defense. Within
this rapidly changing, globdly interconnected environment of telecomputing activities it is not
possible for a person to identify postively who is interconnected with him or her or know the
exact path a message and voice traffic takes as it trandts the telecommunications “cloud.” It is
not possible to know technicaly or at the logical level how the various software components on a
computer--including the distributed applets downloaded, used, and discarded-interact

together. It is not possible to know for sure if the various components ingtdled in the computer
hardware only do what is asked of them. Findly, it is certainly not possible to know for certain if
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a co-worker who shares authorized access to a telecomputing environment is behaving
appropriatdly.

In sum, we have built our economy and our military on a technology foundation that we do not
control and which, a least at the fine detail level, we do not understand.

A few words about the environment are important to set the stage for later discussons. DoD’'S
information infrastructure is a pat of a larger naiond and globd information infrastructure.
These interconnected and interdependent systems and networks are the foundation for critical
economic, diplomatic, and military functions upon which our national and economic Security are
dependent. Exhibit 2-2 shows a few examples of those functions, the importance of information
and the information infrastructure to each, and the criticdity of functions such as codlition
building in responding to a regiond criss

. DoD'S information infrastructure
is part of an interconnected set

of military, commercial, national Mass Media Gg;s:gmg:;
and international interdependent o
tworks and systems Civil Emergency Power
ne y Services Grid
. Critical functions are heavily
dependent on the infrastructures | t4hsportation Water
and information Control i Supply
) Information
- Economic Infrastructure
« Manufacturing and distribution Finance Oil/Gas
. Free trade (National, Global) Control
- Diplomatic
* anlltlon b‘?'_'d'”_g Production/ Military
« Crises stabilization Inventory/ cal
- Military Process Control
« Deployment

« Coalition warfare
« Sustainment

Exhibit 2-2. Infrastructures and Dependencies

The United States is an information and information systems dominated society. Because of its
ever-increasing dependence on information and information technology, the United States is one
of the most vulnerable nations to information warfare attacks. The United States and its
infragtructures are vulnerable to a variety of threats ranging from rogue hackers for hire to
coordinated trans-national and state-sponsored efforts to gain some economic, diplomatic or
military advantage. Exhibit 2-3 depicts some of the vulnerabilities.
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. But these interconnected Mass Media  Government
networks and systems are Operations
vulnerable Civil Emergency

- US. is one of the most Services
vulnerable nations

Power
Grid

- Information technology change Transportation Water
is faster than that of security Control . Supply
solutions Information

. And it's getting worse Finance Infrastructure oil/G
. . . I/Gas
- Globalization (National, Global)

Control
- Standardization

- Regulation/deregulation

Production/ Military
+ Open network architecture Inventory/ C4l
« Collocation Process Control /.

« Interconnection

Exhibit 2-3. Vulnerabilities

The military implications of this dependency was made abundantly clear when it was suggested
in one of the briefings presented to the Task Force that points of failure had been identified for
each of three infrastructures (telecommunications, power, trangportation) supporting a key port
city in the United States. If these individua locations were attacked or destroyed, or in the case
of power and telecommunications, if the resdent eectronics were disturbed, it would impact the

ability of military forces to deploy at the pace specified in the Time Phased Force Deployment
Ligt.

And it is getting worse. Globaization of business operations brings with it increased information
and information system interdependence. Standardization of technology for effectiveness and
economies tends to sandardize the vulnerabilities avalable to an adversary. Regulation and
deregulation dso contribute to growing vulnerability. For example, the Federd Communications
Commisson has mandated an evolution toward open network architecture--a concept which has
as its god the equal, user-trangparent access via public networks to network services provided by
network-based and non-network enhanced service providers. However, in execution, the concept
makes network control software increasingly accessible to the users-and the adversaries.
Implementation of the Telecommunications Act of 1996 will dso require the carriers to collocate
key network control assets and to increase the number of points of interconnection among the
cariers. The Act dso mandates third-party access to operations support systems, providing even
more possible points of access to the criticad infrasiructure control functions. Smilarly, the
Federa Energy Regulatory Commission’s recent Orders 888 and 889 directed the deregulation of
the electric power industry. As part of Order 889, the dectric utilities are required to establish an
Open Access Same-time Information System (OASIS) using the Internet as the backbone.
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Exhibit 2-4 illugrates the variety of network and computer system vulnerabilities which can be
exploited, garting with amply making too much information avalable to too many people. The
number of holes is mind-boggling-- an indication of the complexity and depth of defensve
information warfare task!

. Human factors

- Information freely available

- Poor password choices

- Poor system configuration

- Vulnerability to “social
engineering”

. Authentication-based

- Password sniffing/cracking
- Social engineering
- Via corrupted/trusted system

. Data driven

- Directing E-mail to a program
- Embedded programming
languages
+ Microsoft word macro
« Postscript printer

- Remotely accessed software

. Protocol-based

- Weak authentication

- Easily guessed sequence numbers
- Source routing of packets

- Unused header fields

Denial of service

- Network flooding

- “Spamming”

- Morris worm

. Cryptosystem weaknesses

- Inadequate key size/characteristics
- Mathematical algorithm flaws

. Key Management

- Deducing key

- Substituting key
- Intercepting key
- Setting key

« JAVA, Active-X

. Software-based

- Viruses

- Flaws
Excess privileges
Unused security features
Trap doors
Poor system configuration

. Bypassing
- Capture data before encryption
Turn off encryption
Replay
Denial of service

Exhibit 2-4. Vulnerabilities/Exploitation Techniques

Take, for example, “Remotely accessed software,” which is found in the left column under “Data
Driven.” Didtributed software objects, such as JAVA and Active-X, are the wave of the future.
Rather than having software resde permanently in workstations or desktop computers, the
Internet will make applications and data available as needed. The gpplications and data are
deleted from the workstations or desktop computers after use. The danger of this just-in-time
support is that the user has no idea as to what might be hidden in the code. Another aspect of
distributed computing is that the definition of sysem boundaries becomes very blurred. This
suggests congderable future difficulty in defining what can and cannot be monitored for <df-
protection, an implication discussed in Section 6.11, Resolve the Legd Issues, with legd
recommendetions.

The implication s that a risk management process is needed to ded with the inability to close dll
of the holes. Since this subject has been treated extensively by other sudy efforts (e.g., the Joint
Security Commission) the Task Force dected not to examine risk management.

24  THREAT
There is ample evidence from the Defense Information Systems Agency and the Generd
Accounting Office of the presence of intruders in DoD unclassfied systems and networks.

Briefings and reports to the Task Force have reinforced the DISA experience. Exhibit 2-5 shows
some of the threets involved.
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« Unknown intruders are in DoD networks and computers
— Services and DISA experience
- GAO report

« U.S. networks and computers are of significant interest
- CIA, DIA, and NSA briefings

o FBI survey - “There is a serious problem”

. Threat to the public switched network is significant
- NCS and NSTAC

. Growing interest in sharing sensitive information
- Government and industry Network Security Information Exchanges
— DoJ Industry Information Center
- Etc.

« We can't let our confidence in technological superiority
blind us to a growing threat

Exhibit 2-5. The Threat is Real

The “1996 CSI/FBI Computer Crime and Security Survey,” released to the public earlier this
year, concluded that “there is a serious problem” and cited a growing number of attacks ranging
from “data diddling” to scanning, brute-force password attacks, and denid of service. The
Nationd Communications Sysem and the Presdent's Nationa Security Telecommunications
Advisory Committee have been warning snce 1989 that the public switched network is growing
more vulnerable and is experiencing a growing number of penetrations. There is dso a growing
interest in sharing sendtive vulnerability information among private sector companies, amnong
government agencies, and between government and the private sector. However, sometimes the
technology success we have achieved and our faith in our technologica superiority blinds us to
the growing threat and to our own vulnerabilities. Exhibit 2-6 depicts the Task Force view of the
threet.

Existence
Validated* Likely but Likely by Unlikely
Existence not Validated 2005 before 2005

Incompetent W

Major Strategic
Disruption. of United States

* Validated by DIA W = Widespread; L = Limited

Exhibit 2-6. Threat Assessment
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The incompetent threst is an amateur that by some means (perhaps by following a hacker recipe
or by accident) manages to perform some action that exploits or exacerbates a vulnerability. This
category could include a poorly trained systems administrator who assigns privilege groups
incorrectly, which would then adlow a more nefarious threst to clam more privileges on a sysem
than would be warranted.

The hacker threat implies a person with more technical knowledge who to some degree
understands the processes used and has the intent to violate the security or defenses of a target to
one degree or another. The hacker threat is broad in motivation, ranging from those who are
modtly just curious to those who commit acts of vanddism.

The disgruntled employee thregt is the ultimate indder threat: the individud who is insde the
organization and trusted. This threat is the mogt difficult to detect because insders have
legitimate access,

When examining the potential for information warfare activities, the potential for a crimina or
non-governmenta attack for economic purposes must be consdered. Information is the bads for
the globa economy. Money is information; only approximately 10 percent of the time does it
exig in physcd form. As information sysems are increesangly used for financid transactions a
dl levds, it is naurd to expect dl levels of criminds to target informaion systems in order to
achieve some gan.

The increesng interconnectivity of information systems makes them a tempting target for
politicd dissdents. Activities of interest to this group include spreading the basc message of
thelir cause by a variety of means as wdl as inciting others to actions. An example is the politica
dissdent in this country who sent out e-mails urging folks to send e-mail bombs to the White
House server.

By attacking those targets in a highly visble way, the terrorist hopes to cause the media to
provide a greet ded of publicity of the action, thereby further disseminaing the message of fear
and uncertainty.

A ggnificant threat that cannot be discounted includes activities engaged on behdf of competitor
gates. The purpose behind such attacks could be an attempt to influence U.S. policy by isolated
atacks, foreign espionage agents seeking to exploit information for economic, political, or
military intelligence purposes, the agpplication of tactical countermessures intended to disrupt a
gpecific U.S. military wegpon or command system; or an attempt to render a mgjor catastrophic
blow to the United States by crippling the Nationd Information Infrastructure.

It is necessary to digtinguish between what a layman might condder a “mgor disruption,” such as
the three New York arports Smultaneoudy being inoperable for hours, and a “drategic’ impact
in which both the scope and duration are of dramatically broader disruptions. The latter is likely
to occur a a time in which other contemporaneous events make the impact potentialy

“drategic,” such as during a mgor force deployment.
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The Task Force struggled with the issue of what would truly congtitute a “srategic attack” or
“drategic” impact upon the United States. The old paradigms of “n” nuclear wegpons, or threats
to “overthrow the United States per se,” were margindly helpful in understanding the degree to
which we are vulnerable today to Information Warfare attack in dl of its dimensons. Couple
this issue with the difficulty in assessng the red impact of cascading effects through our
infragtructures, on the one hand as being mgor nuisances and inconveniences to our way of life,
or on the other hand, as literaly threatening the existence of the United States itsdlf, or
threatening the ability of the United States to mount its defenses.

The Task Force concluded that, in this new world, an event or series of events would be
consdered dtrategic either because the impact was so broad and pervasive, or because the events
occurred at times and places which affected (or could affect) our ability to conduct our necessary
affars. One example we used to illudrate this later point was a disruption in the area phone,
power, and transportation systems coincident with our attempts to embark and move maor
military forces through that area to points abroad.

Few members of the Task Force felt that the power failures in severa contiguous Southwestern
dates this summer were a “mgjor disruption” or of “srategic impact” on the United States.
Clearly they were inconveniences. However, had we reason to believe that the outages had been
knowingly orchestrated by adversaries of the United States, this nation would have been
outraged.

An issue reated to our perceived vulnerahilities is the ability of an adversary to actudly plan and
execute Information Warfare so that it creates the desired impact. Our Task Force had many
enlightening discussons about the potential for effects to cascade through one infrastructure
(such as the phone system) into other infragtructures. This example is particularly important
because most of our other infrastructures ride on the phone syslem. No one seems to know quite
how, where, or when effects actualy would cascade; nor what the total impact might be. The
Threast and Vulnerabilities Pand concluded thet if, with al the knowledge we have about our
own systems, we are unable to determine the degree to which effects would multiply and
cascade; an adversary would have a far more difficult task of collecting and assessing detailed
intelligence of literdly hundreds, if not thousands, of networked systems in order to plan and
successfully execute an atack of the magnitude which we would consider to be “drategic.” The
very complexity and heterogeneity of today’s systems provide a measure of protection againgt
catastrophic fallure, by not being susceptible to the same precise attacks. Presumably, the more
kinds of attacks required, the harder it would be to induce cascading effects that would pardyze
large segments of this nation. This is not to say that dgnificant mischief is unlikdy. It does
suggest that the risk of an adversary planning and predicting the intended results a the times and
places needed to truly disrupt the United States is consdered low for approximately the next
decade.

The trade and news media regularly report on the penetration of businesses and financia
inditutions by organized crime to sted funds, the theft of teecommunications services, the theft
of money via dectronic funds transfer, and the theft of intdlectud property to include foreign
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government-sponsored theft and trandfer to offshore competitors of intellectual property from
U.S. manufacturing firms.

The media dso reports ingtances of disgruntled employees, contract employees, and ex-
employees of firms using their access and knowledge to destroy data, to sted information, to
conduct industrid espionage, invade privacy-related records for sdf-interest and for profit, and to
conduct fraud. (An MCI employee dectronicaly stole 60,000 credit card numbers from an MCI
telephone switch and sold them to an internationd crime ring. MCl estimated the loss a $50
million.) Mdicious activity by “indders’ is one of the mog difficult chalenges to information
assurance.

DISA reported that it responded to 255 computer security incidents in 1994 and to 559 incidents
in 1995. Of these, 210 were intrusions into computers, 310 were virus incidents, and 39 fdl into
another category. This is probably just the tip of a very large iceberg. Last year, DISA personnd
used “hacker-type’ tools to attack 26,170 unclassified DoD computers. They found that 3.6
percent of the unclassified computers tested were “easily” exploited using a “front door” attack
because the most basic protection was missing and that 86 percent of the unclassified computers
tested could be penetrated by exploiting the trusted relationships between machines on shared
networks. Worse, 98 percent of the penetrations were not detected by the administrators or users
of these computers. In the 2 percent of the cases where the intruson was detected, it was only
reported 5 percent of the time. This works out to be less than one in a thousand intrusons are
both detected and reported. These detection and reporting Statistics suggest that up to 200,000
intrusons might have been made into DoD’s unclassified computers during calendar year 1995.

Whatever the number, unknown intruders have been routindy bresking into unclassified DoD
computers, using passwords and user identities stolen from the Internet, since late 1993. Once
the intruders enter the computers masquerading as the legitimate users, they ingal “back doors’
S0 that they can adways get back into the computer. These intruders have gained access to
computers used for research and development in a variety of filds inventory and property
accounting, payroll and business support, supply, maintenance, e-mail files, procurement, hedlth
gystems, and even the master clock for one-fourth of the world. They have modified, stolen, and
destroyed data and software and have shut down computers and networks.

Such intrusons are not limited to DoD. Information age “eectronic terrorists’ have penetrated
commercial computers and data-flooded or “pinged” network connections to deny service and
destroy data to further their cause: an environmenta group sponsored such attacks to cdl
atention to their message and to punish a business with which they disagreed.

In the early 1980s an intruder required a high level of technicd knowledge to successfully
penetrate computers. By the early 1990s automated tools for disabling audits, steding
passwords, breaking into computers, and spoofing packets on networks were common. These
tools are easy to use and do not require much technical expertise. Mogt have a friendly graphical
user interface (GUI); automated attacks can be initiated with a smple click on a computer
mouse.
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Such tools include:

RootKit — a medium technology software command language package which,
when run on a UNIX computer, will dlow complete access and control of the
computer’s data and network interfaces. If this computer is attached to a
privileged network, the network is now in control of the RootKit tool set user.

SATAN — a medium technology software package designed to test for severa
hundred vulnerabilities of UNIX-based network systems, especidly those which
are client/server. However, the tool goes beyond the testing and grants access to
privileged information and control usng any of the vulnerabilities found.

WatcherT — a high technology Artificid Inteligence engine, which is rumored
to have been created by an internationd intelligence agency. It is designed to look
for severd thousand vulnerabilities in al kinds of computers and networks
including PCs, UNIX (client/server) and mainframes.

More sophigticated attacks include plain text encryption of programs and messages, that is using
plain text to hide mdicious code; disabling of audit records, mounting attacks that are encrypted
and that come from multiple points to defeat security detection mechanisms, hiding software
code in graphic images or within spreadsheets or word processing documents; the insertion, over
time and by multiple paths, of multi-part software programs, the physicd compromise of nodes,
routers, and networks, the spoofing of addresses, the eavesdropping (indaling “sniffers’ on
Internet routers) on telecommunications and networks to obtain addresses and passwords for
subsequent downstream spoofing; and the modifications of packet transmissons on networks.

Hackers with a bent to cyber crime are actively recruited by both organized crime and unethica
busness men, including private investigators who want to access privacy-protected information.
Such recruiting was intense at the hacker convention DEFCON 11, held August 4 to 6, 1995, in
Las Vegas. Such conventions aso serve as a clearing house for hacker tradecraft. At DEFCON
Il sessions were held on hacking the latest communications protocols (ATM and Frame Rday);
the development and digtribution of polymorphic software code (code that dynamicaly changes
and adapts to the computer it is ingdled on); the penetration of hedth maintenance organizations
and insurance companies, and the vulnerabilities of telephone systems. New services such as
electronic commerce, cyber cash, mobile computing, and persona communications services are
dready aress of intense crimina interest.

The hackers and the cyber criminds are very efficient. The current state of technology favors the
attackers, who need only minimal resources to accomplish their objectives. They have
accumulated condderable knowledge of various devices and commercid software by examining
unprotected dtes. This know-how and tradecraft is transportable and is shared on the 400-plus
hacker bulletin boards, worldwide. This includes hacker bulletin boards sponsored by
governments (for example, the French intelligence service sponsors such a board). These boards
are ds0 used to digtribute very sophisticated user-friendly “point-and-click” hacker tools that
enable even amateurs to attack computers with a high degree of success.

2-16



A CD-ROM entitled The Hacker Chronicles, Vol |1, produced by P-80 Systems and available a
hacker shows for $49.95, contains hundreds of megabytes of “hacker” and information security
information including automated tools for bresking into computers. The package carries this
warning notice:

The crimind acts described on this disk are not condoned by the publishers and
should not be atempted. The information itsef is legd, while the usage of such
information may be illegd. The Hacker Chronicles is for information and
educationad purposes only. All information in this compilaion was legdly
available to the public [readily available on the Internet] prior to this
publication.

Attacks are not just based on the use of smart tools. Simple socid engineering--impersonation

and migepresentation to obtain information--remains very productive. The ruses are many:
“cyber friend,” providing a free software upgrade that has been doctored to circumvent security, a
“customer” demanding and recelving support over the telephone from a customer-oriented firm.

Additiona details on the Task Force assessment of the threat are provided in Appendix A, Thresat
Assessment.

The nature of the danger is evident in an assessment of the current risk, which is based on the
presence of a threat; the vulnerabilities of our networks and computing systems, the measures
avalable to counter an atack; and the impact resulting from the loss of criticd information,
information systems, or information networks. This is depicted in Exhibit 2-7.

Bad Vulnerabilities magnify

threat potential Bad

Aggressor Single Points of Failure
Terrorist Compromiséd =~ *tréer

Criminal Weakness or  Flaw..
Good Hacker Defaullss nok Reset Gl

Threat * Vulnerabilities

Risk = * Impact
Countermeasures \
G i Dangerousl
Redundancies... // Catastrophic Bad
Protection Negligible .
. Backups None :
. l Training .
Bad - :
Countermeasures Impact magnifies .
Good

reduce threat potential entire problem

Exhibit 2-7. The Risk — A Clear and Present Danger
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The Task Force bdieves tha the overdl risk is sgnificant because of the falowing factors

The current threat is sgnificant

The wuneadliies are numerous

The countermessures are extremdy limited

The impact of loss of portions of the infragtructure could have catagrophic effects on the
lity of the Depatment to fulfill its missons
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SECTIONS3
OBSERVATIONS
The Task Force agrees with the observation of the Deputy Secretary shown in Exhibit 3-1 below.

This section discusses several areas in the Department and in the larger national security
environment where we can make rapid progress on responding to this challenge.

e “Thisis not a problem we will solve. It is one we can get
a handle on.” -~ DEPSECDEF White

e Whileinformation warfare is a national security issue that
goes beyond DoD, it is warfare and DoD must play a major
role.

» Information warfareis different

- IW attack objective is generally a Critical function or a process -
targetsinclude

Information

Computers

Systems

Networks

Facilities

People

= It's adaptive

Exhibit 3-1. Initial Observations

The threat posed by information warfare is not limited to the realm of national defense, and the
effort to control the problem must encompass broader national security interests, including
Congress, the civil agencies, regulatory bodies, law enforcement, the Intelligence Community,
and the private sector.

Unlike an attacker in conventional war, an attacker using the tools of information warfare can
strike at critical civil functions and processes such as telecommunications, electric power,
banking, or transportation and other centers of gravity or even at the stability of the social
structure, without first engaging the military. Such a strategic information warfare attack can
occur without forewarning or escalation of other events. In addition, attacks on the civil
infrastructure could impede the actions of the military as much as a direct attack on the military’s
force generation processes or command and control.

However, we should not forget that information warfare is a form of warfare, not a crime or act
of terror. The Secretary of Defense individually and the Department of Defense collectively,
have two basic responsibilities —to provide for the “common defense” of the United States, and
to be “ready to fight ... with effective representation abroad” [A National Security Strategy of
Engagement and Enlargement, The White House, February 1996]. By first focusing on
improving its ability to manage the information warfare challenge to the defense mission, the
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Department can meet its national defense responsibilities while also enhancing its ability to play
a significant role in defending against and countering a strategic information warfare attack on
national centers of gravity.

Keep in mind that information warfare is not limited to attacks on computers: The potential
targets of information warfare attacks can include information, information systems, people, and
facilitiesthat support critical information-dependent functions. The means of attack can be both
cyber and physical. Finally, information warfare is adaptive and the practitioners learn from their
experiences. While this phenomenon is not unique to information warfare, the speed at which
the learning process takes place has no parallel in other forms of warfare.

Exhibit 3-2 suggests some additional ways in which information warfare is different from
conventional warfare. Information warfare offers a veil of anonymity to potential attackers.
Attackers can hide in the mesh of inter-networked systems and often use previously conquered
systemsto launch their attacks. The lack of geographical, spatial, and political boundaries in
cyberspace offers further anonymity. Information warfare is also relatively cheap to wage as
compared to conventional warfare, offering a high return on investment for resource-poor
adversaries. The technology required to mount attacks is relatively simple and ubiquitous.
During an information warfare engagement, the demand for information will dramatically
increase while the capacity of the information infrastructureto provide information may
decrease. The law, particularly international law, is currently ambiguous regarding the definition
of criminality in and acts of war on information infrastructures. This ambiguity, coupled with a
lack of clear designated responsibilities for defense, hinders the development of remedies and
limits response options. Finally, deterrence in the information age is measured more in the
resiliency of the infrastructure than in a retaliatory capability.
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Exhibit 3-2. Information Warfare is Different
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Exhibit 3-3 shows tha information warfare has been particularly troublesome for the Intelligence
Community because IW is a non-traditiond intelligence problem. It is not easly discernible by
traditional intelligence methods. Formerly, capabilities were derived from unique observables
and indicators of military capability open to our sensors, amenable to catadoging in databases,
and understandable by classc andytic techniques. With information warfare, however, the
folowing dements come into play:

« Relevant questions
- What do we need to know? What should we look for? Where do we look?
. Traditional methods are not effective
- Observables, indicators, experience, databases, analysis techniques, . ..
- Suggesting intent will be extremely difficult
« Key commercial technologies have lethal possibilities
« Technology is ubiquitous and relatively simple
« “Business” processes are complex
o HUMINT is still extremely important
« Required skill set much broader and deeper in educational level

- Computer scientists, network engineers, electronics engineers, business
process  engineers

- More MSs and PhDs

Exhibit 3-3. Intdligence Community Observations

o The physicd attributes of conventiond and nuclear forces can be observed and
quantified. The dert posture and movement of forces provided indications of potentia
threat. Our understanding of such patterns gained from long experience in observing
known adversaries, the orders of battle stored in our databases, and the related andytic
skills were wdl suited for understanding higtoric threats and from such indgghts we
derived “intent.” These <kills are largdy irrdevant in the information warfare
environment.

o Now, key technologies designed for completely innocent applications can be used as
weapons. For example, software used to test systems can dso be used to penetrate
sysems.

e The technology required for information warfare is avalable everywhere.

o However, the “business’ or “war” processes that must be penetrated to determine
cgpabilities and intent are relaively complex, which means that human intdligence and
counter-intelligence will continue to play a vitd role. It is not easy to identify sources of
attacks, intent, etc. in the information age.

o Findly, the technicd skills required by our intdligence collectors and andyds in order to
ded with these new challenges are much broader and deeper and more sophisticated than
those required in the past. The intdligence community will require more personnd with
advanced scientific degrees and a deep technica understanding of process, computer, and
network design and of leading-edge technologies to meet the chalenge adequatedly.
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The Task Force derived a taxonomy of information warfare that describes information warfare.
Unfortunately, as shown in Exhibit 3-4, in those cases where both objects and processes are
present, this taxonomy would not scde in a linear manner beyond three levels. This is the result
of the number of permutations and combinations by which the attacks could be mounted against
a particular process, over variable time periods. The derivation of the taxonomy is discussed in
Appendix C, A Taxonomy for Information Warfare?

However, by adopting concepts from Joint Pub sources and inputs of the Threat and Policy
Panels of the Task Force, we developed a standard vocabulary for use in threat derting and for
the assessment and reporting of defensve preparedness, tied to pecific information dependent
processes. This vocabulary is discussed in Section 6, Recommendations.

+ We lack a common vocabulary
- Task Force could not find or derive a_useful W taxonomy
« Scale, time factors, sequence of attacks, non-linear effects
- Task Force proposes a standard vocabulary for IW-D readiness
assessment and reporting and for threat warning
+ Resources are focused on classified content and systems

. It is easy to make the IW-D problem too hard
- Focus too broadly (GI/NIl versus DIl) or narrowly (definitions, legal)
- Focus on solving political or social problems before addressing IW-D
. Acquisition policy and practices pose dilemmas
- Current practices trade off security
« Functionality, performance, number of systems
- Policy is clear
« DoDD 50001 and DoDD 5000.2-R emphasize W

Exhibit 3-4. Additional Observations

Resources have been focused historicaly on protecting classified content and systems. These
classfied sysems conditute only a very smdl percentage of the chalenge.

Sometimes, we just make the problem too hard by failing to focus on what can and should be
done. We can focus too broadly, too narrowly, or on the wrong problem set.

The redity of limited resources has fostered the current acquisition practice of trading off
functiondity, performance, and numbers of systems ddivered to the operating forces at the
expense of security. On a positive note, recent policy updates clearly state the need for attention
to the information warfare agpects of systems acquigtion. For example, DoDD 5000.1 indicates
that acquigtion programs should consder how systems security procedures and practices will be
implemented and how the system will be able to respond to effects of information warfare. The
Directive ds0 cdls for a C4l Support Plan for each system. The Task Force was disappointed to
note, however, that the Support Plan does not include information warfare consderations.
DoDD 5001.2-Rds0 specifies that the operationd requirements documents must include the
characteridtics the system must have to defend againgt and survive an information warfare attack.

3-4



Bottom line-policy exidts, it is not yet uniformly implemented or enforced, and it requires
resources in implementation.

Exhibit 3-5 suggests that infrastructure reslience has been demondtrated repestedly during
natural disasters, but overdl robustness againgt a mgor IW attack is untested. Thus, nationd
infrastructure recovery must be consdered uncertain. Given the complexity and interconnected
nature of our infragtructures, we redly do not know the extent of our vulnerability. The
posshility of cascading effects occurring throughout and between infrastructures certainly exists.
This was adequately demongtrated in the 1991 regiona long-distance telephone failures
(attributed to a smple programming error), the recent West Coast power failures, and the 1988
Morris worm propageation throughout the Internet (damage was limited to UNIX systems
demondirating the value of sysem diveraty). The Morris worm example is noteworthy in that
warnings of the worm were often sent over the Internet because emergency response personnel
did not have the telephone numbers of colleagues in other organizations to whom the warnings
needed to be sent. In many cases, these eectronic warnings carried the worm with them and
aded the propagation of the worm.

. Cascading effects have occurred, are difficult to predict
- Infrastructure robustness untested
- Infrastructure recovery uncertain

. Area and perimeter defenses are not sufficient!
- Resiliency and repairability are critical to information survivability
- Information domains are essential

- Scale of IW-D for a distributed computing environment not well
understood

. Easy technical solutions are not apparent

Exhibit 3-5. Additional Observations

The concept of protecting large portions of the information infrastructure is not vdid. It is
economicaly and technically impossble to close every possble vulnerability. We need to focus
on designing a redlient and repairable information infrastructure. Our experience in designing
highly reiable computer sysems does not scae to a large, digtributed information infrastructure.
Our design practices are not based on the posshility of maicious events. We need to focus on
esablishing informaion domains within the information infragtructure, which will minimize
cascading effects and which will enable us to contain the baitle damage which might result from
an information warfare attack. And, since we cannot yet effectively employ area and perimeter
defenses, we do not redly know what the implications of scae are in establishing an effective
information warfare (defense) capability.

The Task Force does not want to imply that the various actions taken over the years by the
information security or INFOSEC community do not have roles in IW defense. INFOSEC is an
important contributor to achieving a robust information warfare defense capacity. Unfortunately,
to many, INFOSEC has become shorthand for protecting the confidentidity of information.
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Although important, the steps needed to ensure confidentidity are not adequate to achieving
information assurance in an informaion warfare environmertt.

Encryption may be an example of trying to make the problem too hard, as shown in Exhibit
3-6. The nation has focused a lot of attention and energy on the encryption policy debate.
Encryption smply does not solve dl of the information security problems. The Task Force
believes the policy debate has been a digraction from efforts to enhance the resiliency of the
citicd naiond information services

« Encryption is useful . . .

- But
. It's not a panacea
. It doesn't protect against denial of service attacks

. It’'s been a distraction
. Task Force believes access control and identification and authentication
are many times more effective than encryption in “raising the bar”
- And the NRC report provides useful insights
. Non-confidentiality applications require more emphasis
— User authentication
- Data integrity
. Explore escrowed encryption
. Promote information security in the private sector

Exhibit 3-6. Additional Observations

The Task Force reviewed the NRC report and was briefed on the study effort. While the Task
Force fet that the report provided some useful ingghts, namely that the non-confidentiaity
goplications of encryption provide dgnificant benefit for user authentication and data integrity,
the Task Force aso believes that access control and identification and authentication are more
efficient than encryption in “rasng the bar.” It dso suggests that escrowed encryption be
explored and that attempts be made to promote information security in the private sector. On the
bass of the review and briefing, the Task Force determined that a further detailed examination of
the encryption issue would probably not yied any additiond mgor insghts.

The Computer Security Act of 1987, the recent Clipper debate, and the continuing encryption
policy debate highlight the private sector and civil agency reservations about the role of DoD in
the area of naiond information protection. Exhibit 3-7 shows this role.

Market forces are extremdy powerful, but will not done provide the capability desired. The
market smply does not perceive the posshility of a drategic information warfare attack againgt
information centers of gravity. The market is not sufficiently informed about the vulnerabilities
and threat to make rationd nationa security judgments. Further, there may be little economic
motivation to invest in security or even srong market incentives to resst adding security. Where
there is commercid awareness, it is focused on protecting againg theft of data and services (eg.,
credit card numbers, telephone service) and dteration of data (eg., financid accounts). Denid of
sarvice attacks are not an area of mgor concern for commercia entities. Managing the problem
will require some legidation, some additiond regulation, some indemnification of the private
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sector to achieve desired assurance goals, and some incentives (such as revisons to the tax
dructure).

. DoD rolein national information security questioned
« Market forces alone will not solve the problem
- Need legislation, regulation, indemnification, incentives, altruism

« The “seams” (and information sharing) are critical
- Offense - Defense
- Government - Industry

Commerce Law enforcement
Multinational Jurisdiction
Protection
U.S. industry t
Prosecution
Citizen National Security
Privacy I I Policy
Military
Safety t
Intelligence

« Solutions will have to address national and regional
challenges, not just local
= Federal Response Plan model

« Local processes, procedures and mechanisms must:

= Be distributed across geography, organizations, and logical and
political boundaries, yet be tailored to the needs of affinity groups
- Not be under or depend on centralized control

Exhibit 3-7. Additional Observations

The seams are criticd. Currently, information necessary for an effective information warfare
(defense) capability is not shared effectively across the seams. Information warfare (offense) is
highly compartmented in spite of the fact that it shares common technology and operating
environment with the information warfare (defense) community. In some cases, the military, law
enforcement and inteligence communities are redtricted by law, executive order, or regulaion
from sharing certain information. Higtoricaly, these communities are notorioudy bad a sharing
information. There are very few mechanisms for government and industry to share senstive
information such as vulnerabilities and intrusons. This lack derives primaily from the
competitive sengtivity of information that is required for an effective information wafare

(defense) capability.

In addition, a the nationd leve, there are competing equities a dake in nearly every information
warfare issue. Not only do these interests compete among each other, there are competitive
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forces within each of the sectors. Some examples are shown for each of the four equities.
Resolution of the information warfare (defense) issues a the nationd leve will be a time-
consuming and laborious process. While it may not be possible to baance the equities, the key is
to provide a mechanism to discuss rationdly and ded with the legitimate equities of the
paticipants. Grappling with this problem on the nationd level will require a very broad
perspective if we are to ensure that nationd, regiond, and local interests are served.

While information warfare (defense) is an extremey complex problem set, there is a lot that can
be done with a limited number of resources quickly. Many of the Task Force recommendations
identify these posshilities, some of which are shown in Exhibit 3-8.

. However, a lot can be done

= Awareness, training and education and clarity of organizational
responsibility and accountability are seen as yielding the largest short-
term improvements

- We're not applying the knowledge we have
« And DoD must start now!
- Can’t wait for the Presidential Commission to reoort out

Exhibit 3-8. Additional Observations

Findly, DoD mus gart now to implement the recommendations of the Task Force. This is the
third year in arow that a task force of the Defense Science Board has issued a cdl for action.

The Presdent's Commission will be occupied with issues that transcend the Federa government
and the private sector. DoD cannot afford to wait for al of these higher leve issues to be
resolved before embarking on a concerted effort to grapple with those issues that are within the
authority of the Secretary of Defense to address.
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Determination of what to defend should follow from our nation’s vita interests as documented in
the current nationa security dtrategy. On the basis of these interests, the Task Force postulated
the gods shown in Exhibit 4-1. Given the available time, it was not possible for the Task Force
to address each of these gods in detail. However, the Task Force did develop a set of nationd-

SECTION 4

WHAT SHOULD WE DEFEND?

level defensve information warfare interests based on these gods.

Vital interests (A_National Security Strategy of Engagement and Enlargement,

The White House, February 1996)

- Enhance our security with military forces that are ready to fight and with effective
representation abroad

- Bolster America’s economic revitalization

- Promote democracy abroad

Goals

- Stable monetary, financial and banking systems which enjoy public confidence

- Free trade

- Continuity of government and constitutional authority

- Personal privacy

- Ability to deploy, employ and support military forces

- Protected intellectual property

- Venue for resolution of policy issues among government, individuals and the
private  sector

- Availability of emergency services for any emergency, natural or man-made

- National standards for “reasonable” protection regimes for public and private
networks

- Stimulate research, development and application of technologies for IW-D

Exhibit 4-2 indicates the nationd interests that must be defended. The emphads is on defending
critical functions and processes, not on defending forces, platforms, or geography. As was the
case in developing an ensured means of control for the strategic nuclear deterrent, some critical
information infrastructure capabilities must be isolated from the interconnected nationd and
globa information infrastructure to ensure it is available to support and manage the restoration of

Exhibit 4.1. National Goals For Information Warfare (Defense)

criticd  functions.
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. The strategic nuclear deterrent
. Continuity of government
. Information warfare indications and warning

« Minimum essential information infrastructure to manage and
carry out restoration of critical functions
- Emergency response

« Minimum information and systems required to deploy quick
reaction conventional forces

. Other critical DoD and national (civil) functions and
infrastructures based on importance and resources available
- Critical DoD functions
« Operations
« Deployment
« Sustainment
« Mobilization
- Other critical national functions
« Banking
« Commerce
« Government services
« Etc.
- Portions of infrastructures supporting the critical functions
« Financial networks

Electric power

Emergency services
Gas and oil storage and distribution

« Government operations
« Telecommunications
Transportation

Water supply

.

Exhibit 4-2. The National Interests

The Department must presarve its ability to fulfill its basc missons. To do that, DoD must be
concerned about the ensured operation the critical functions and availability of information
necessary to fulfill those missons. The intertwined nature of the functions and infrastructures
make this very complex. Criticd nationa functions that have possble nationa security
implications must be defended, and those portions of the infrastructures that are necessary for the
operation of criticd DoD and nationd functions must aso be defended.
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SECTION 5

HOW SHOULD WE DEFEND?

51 PROCEDURES, PROCESSES AND MECHANISMS

Exhibit 5| depicts the essential procedures, processes, and mechanisms for IW-D. They are
based on the defengve information warfare implementation modd developed by the Information
Asaurance Divison of the Joint Staff J6. An essentid gtep in preparing an information warfare
defense is the identification of critical nationd information functions and the information,
information services, and infrastructures upon which these functions depend.

Deter Attack Design Protect Verify

P v ¥

|Information

{Transportation
| Finance and Banking

Indications
& Warning/
Threat Assessment

Tactical
Damage Control / Attack
Warning > J

(Monitor Detect Report) Restoral Assessment

I )

Exhibit 5. Procedures, Processes, and Mechaniams

The first order of business is to deter information warfare attacks. This deterrence must include a
national will as expressed in law and conduct, a declaratory policy on consequences of an
information warfare attack againgt the United States, and an indication of the resliency of the
information infragtructure to survive an attack.

The most immediate need is to provide some form of protection. This protection might include
physcdly isolating information, providing some form of access control and authentication of
personnd performing criticd functions or accessng information, or encryption of the
information. As time permits, the information infrastructure supporting critical functions should
be designed for utility, redliency, repairability, and security. An equaly important function is to
verify through independent assessments that the design is being followed, that protective
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measures are being implemented where gppropriate, and that the information warfare (defense)
readiness posture is as reported.

As suggested in the Task Force observations, the importance of intelligence support to
information warfare (defense) cannot be overemphasized. This support must include strategic
indications and warning of potentid information warfare attack, timely and accurate threet
assessments, and current intelligence support in the event of an information warfare attack.

The essence of tacticd warning is monitoring, detection of incidents, and reporting of the
incidents. Monitoring and detection of infrastructure disruptions, intrusons, and attacks are aso
an integrd part of the information warfare (defense) process. Providing an effective monitoring
and detection cgpability will require some policy initiatives, some legd darification, and an
ambitious research and development program, al of which will be addressed later in the report.
All intrusons and incidents should be reported so that patterns of activity can be established to
ad in drategic indications and warning. The FCC requirement to report telephone outages of
gpecified duration affecting more than a specified number of customers serves as a mode in this
regard.

It is probable that the telecommunications infrastructure will be subject to some form of attack.
We should have some capability to limit the damage that results and to restore the infrastructure.
Little research has been devoted to the basic procedures necessary to contain “battle” damage, let
aone to the tools which might provide some automated form of damage control. Restoration of
the infrastructure assumes some capability to repar the damage and the availability of resources
such as personnel, standby services contracts, and the like.

Findly, information warfare (defense) should include some form of attack assessment to ad in
determining the impact of an atack on critical functions and in determining the gppropriate
response to an attack.

A key point not reflected in the exhibit is that this process must be a distributed process. The
basic functions of monitoring, detection, damage control, and restoration must begin at the
lowest possible operating level. Reports of the activity must be passed to regiond and DOD-leve
organizations to establish patterns of activity and for assstance as needed in damage control and
restoration.

52  STRATEGY

We will use the following Strategy to achieve this capabiility for the Defense Information
Infrastructure;

o Address infrastructure, not just syslem or network, protection. The design of systems and
networks is generdly based on efficiency consderations. Infrastructure protection must
be based on effectiveness consderations.

o Manage DII risk. It is impossible to pay the cost of avoiding risk to the DII. Protection
of the DIl must be based on both effectiveness and efficiency consderations.
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Protect information commensurate with its intended use. In certain circumstances,
unclassfied but sendtive information (weether and terran data) may have more tacticd
dggnificance than dasdfied information (eg., outdated inteligence edtimates).

Integrate policy, technica, operationa, and personnd aspects. Each of these aspects is
trested separately for the various communications, information, and security disciplines.
They must be integrated for both efficiency and effectiveness.

Use Service/Agency core competencies. All ongoing relevant activities must be reviewed
to preclude reinventing the whed.

Build on current programs and initiagtives Use the ongoing information security activities
and programs and those of related security disciplines as the foundation for achieving an

IW-D capatility.

Emphasize solutions to the traditiona week link-the person. Nearly al espionage
convictions are based on an indde threat. IW-D activities must address this issue head
on.

Harmonize IW-D, OIW, INFOSEC, and intdligence support functions. These closdy
related functions are based on many common technologies and processes and must be

mutudly  supporting.

Harmonize activities to protect the NII, the GlI, and the DII. Work toward a congstent
gpproach and economies of scae in protecting these highly interconnected infrastructures.

Conduct vigorous interagency coordination. The repidly evolving and highly complex
DIl requires proactive measures to preclude duplication of effort and contradictory goas.
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SECTION 6

RECOMMENDATIONS

The key recommendations are those which can be implemented by the Secretary of Defense.
Other recommendations are included which the SECDEF should make to the Director of Centra
Intelligence, and those which relate to the Presdent’'s Commisson on Critica Infrastructure
Protection or the Infrastructure Protection Task Force.

6.1 DESGNATE AN ACCOUNTABLE IW FOCAL POINT

This is the most important recommendation the Task Force has to offer. Multiple lead
organizations with no clear principd daff asssant have led to confuson and dow progress to
date. Boards and councils are important for discussing the issues, but have not and cannot
provide the needed focus. Although many of the tools used to carry out information warfare have
been around for a long time, the nature of information-dominated societies and activities makes it
appropriate to view information warfare as a new warfare area. Information warfare is not the
sole responghility of the Chief Information Officer, the Assstant Secretary of Defense for C3l,
the Director of Centrd Intelligence, the Chairman of the Joint Chiefs of Staff, the Secretaries of
the Military Departments, or the Service Chiefs. Each of these is, however, responsible for a
portion of this new warfare area. The Secretary of Defense, however, needs a single person and
office to plan and coordinate this complex activity, as wel as to serve as a single foca point
charged to provide gaff supervison of the complex activities and interrdaionships involved.
This indudes overdght of both offensve and defendve information warfare planning,
technology development, and resources. Given the interconnected nature of the information
infragtructures, it is critica that the left hand knows what the right hand is doing and that these
complex activities are coordinated.

This sngle foca point should be required to report regularly on the state of the areas shown and

provide the informed interaction to other interagency and intergovernmenta IW-rdated activities
as shown in Exhibit 6-1.
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. Confusion and slow progress to date
. Boards and councils have not provided a focus

. Information warfare is a new warfare area
- It is not Intel, C2, CIO

. Charge focal point to “pull it all together”
- Staff supervision of both offensive and defensive W
Promulgate integrated policy
Ensure development of information warfare theory, doctrine and practice
Assess and report regularly to the SECDEF/DEPSECDEF on
« Policy and plans
« Preparedness

« Intelligence support
+ Allocation of resources to IW

Interface  to interagencyfintergovernmental  activities

Action:

- Designate ASD(C3l) as the accountable focal point for all IW issues

. Develop a plan and associated budget beginning in FY 97 to obtain needed IW-D
capability

« Report annually to the SECDEF on IW status
« Authorize issuing of instructions
« Long view suggests USD(Information)
- Establish a DASD(W) and supporting staff (ASD(C3I) lead)
. Bring together as many functions as possible

Exhibit 6-1. Designate an Accountable IW Focal Point

The Task Force recommends that the Secretary of Defense designate a foca point for the
coordination of information warfare. While the focd point could be any of the exising Under
Secretaries or Assstant Secretaries, the Task Force recommends that the foca point be the
Assgant Secretary of Defense for C3l. The firgt order of business for the focd point should be
to develop a plan of action to obtain the needed capabilities. The foca point should also report
the Depatment’s IW datus annudly to the SECDEF. The foca point should be given authority
to issue indructions. The long view suggests the eventua need for an Under Secretary of
Defense for Information. While the Task Force does not make such a recommendation at this
time, there was strong sentiment within the Task Force in support of organizing for the long
view. The Task Force adso recommends that a Deputy Assistant Secretary reporting to the
ASD(C3l) be named and provided an adequate supporting staff to assst in providing the
necessary staff oversight and coordination of information warfare activities. The Task Force
hope is that as many IW-rdated functions as possble would be consolidated under this
individud.
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6.2 ORGANIZE FOR IW-D

Before discussng specific organizationa recommendations, this section briefly discusses what
the Task Force views as necessary capabilities for IW-D. Exhibit 6-2 shows the capabilities the
Task Force determined are necessary for an effective information warfare (defense) and which
are not adequately addressed in the Defense Department’s current information warfare (defense)

planning.

1. Intelligence indications and warning, current
intelligence and threat assessment

2. Operations (911)

3. Planning and coordination (411)

4. System, network and infrastructure design
5. Independent assessments

Exhibit 6-2. Organize for IW-D

Section 3, Obsarvations, addressed the need for intelligence indications and warnings, current
intelligence, and threat assessment. A gpecific recommendation which addresses the needed
improvements in intdligence support to information warfare (defense) follows.

“Operdions’ as used in Exhibit 6-2 is shorthand for those time-sengtive activities necessary for
dedling with an actud intruson or attack. While not fully andogous, the Task Force sometimes
refers to these capabilities as 911 or emergency response capabilities. Remember that these
operations cgpabilities must be digtributed throughout the Department--down through the
Military Departments and Services and the Defense Agencies and through the CINCs to the
operating forces.

“Planning and coordination” is shorthand for preparedness activities. The Task Force has taken
to referring to these capabilities as enhanced 411 or 411+ capabilities.  Once again, the andogy is
not completely accurate since it does not convey what will certainly be a broader interactive
capability, but it does hep to make quick associaions with intended capabilities.

One of the more critical needs is a continued cgpability to obtain an independent assessment of
our information warfare (defense) posture. While these assessments can be carried out a any
leve, it is fdt that there should be a cgpability established which is accountable directly to the
SECDEFR/DEPSECDEF. In addition, the organization established to provide this capability
should be staffed with people who are knowledgegble of al types of threats and of both the DoD
and private sector environments.
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6.21 Egablish a Center For Intdligence Indications and Warning, Current Inteligence,
and Threat Assessments

Current intelligence resources and processes are not optimized to provide an understanding of
threats and potential adversary capabilities to conduct Information Warfare, nor are they
presently cgpable of providing ether Indications and Warning or Attack Assessment of
Information Warfare. An understanding of the IW process and indications of an IW attack will
most probably require an unusud amalgamation of otherwise seemingly unrdated sets of data
The lack of previoudy identified and validated indicators for IW crestes severd additiona
difficult dimengons to the problem facing the Intelligence and Defense communities  efforts to
understand all aspects of IW.

The United States has, over nearly four decades, identified many sets of data comprising
indicators of activities by potential adversaries (communigt-bloc). These indicators have
provided the foundation of our inteligence assessment and indications and warning processes.
Examples of these include known and understood development processes and cycles for military
equipment’s ranging from ICBMs to submarines to bomber aircraft. Thus, if we observed earth
spoil on overhead imagery indicating a possible new heavy ICBM d€lo was under congtruction,
we could adjust our threat understanding accordingly. Smilarly, we might observe Soviet
Missle Range Instrumentation Ships moving toward areas of the Pacific Ocean known (from
prior observations) to be used by Russa as an impact area for ICBM tests; and we would
conclude that a missle test was in the offing. Or, if a Mediterranean nation began to import
chemicas which could be used dther in fertilizer or in chemica agents for war; we could be on
the dert for other indications of chemicd gas production such as specid buildings, storage
fecilities or persondities known to possess technical knowledge necessary to produce chemica

Weapons.

In a more operationa vein, over time, we began to understand communist-bloc Strategy, doctrine,
and tactics as well. All of this knowledge was gained from a series of observations over severd
years. We were able to use this knowledge as we planned for combat and designed and executed
wargames. Over four decades, with the expenditure of billions of dollars for collection, anayss,
and reporting systems were optimized to ded with these known, discrete indications of activity.
These “known indicators’ permitted us to conduct intelligence assessments, Indications and
Warning, and in some cases, attack assessments.

There were severd factors involved in our gathering these data sets. The firdt is that we (and
others) have made enough smilar observations to establish “patterns of activity.” Secondly,
these observations have either caused us, or permitted us, to identify a number of discrete
activities tha we conclude are indicative of the “entire pattern,” or sgnificant segments of the
pattern. Thirdly, having noted one or more of the discrete indicators, we know what other
indicators to look for to corroborate our suspicions.

Information Warfare is a whole new game from the Intelligence dimenson. We have precious

few red data from which to derive “paiterns of activity.” This is made dl the more difficult
because so many of the “indicators’ we have used in the past have involved some physica
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phenomena. In IW, at least in the computer and networked components of it, evidence of IW is
fleeting a best and is usudly not phydcdly observable. The Inteligence Community is working
hard to address some of these issues; but progress is hampered by organizations, processes, and
systems optimized for gtuations found in the past, not the future. Evidence of IW preparations
or attacks is mogt likely to come from a wide variety of sources and venues. from the more than
50 Computer Emergency Response Teams (CERT) around the world, from nodes of different
segments of our Nationd Information Infrastructure, from academia, from the Internet, from law
enforcement agencies, from FEMA, and of course from traditiond Inteligence Community
resources such as human, signas, and open source inteligence. The Defense Science Board
believes that some new approaches to collection and andyss are urgently needed.

The intdligence community understands as well as any tha they face a tremendous chdlenge in
developing information-age intelligence support activities. Some of the Task Force observations
regarding these chdlenges were discussed earlier in the report and are shown in Exhibit 6-2-I. It
IS N0 easy mater to pinpoint the requirements, identify observables, establish patterns and
indicators of the patterns, identify sources of the indicators, or determine how the sources will be
exploited to collected information necessary to develop the indicators.

« Functions

- Identify requirements, observables, patterns, indicators, sources,
collection methods
- Develop analysis techniques, data bases, threats

Action: SECDEF formally request the DC/ :

- Establish an I&WITA center at NSA with CIA and DIA support

- Task and resource the intel community to develop the processes for
Current Intelligence, I&W/TA for IW-D
Encourage the intel community to develop information-age trade craft, staff
with the right skills, and train for the information age.
Conduct comprehensive case studies of U.S. offensive programs and a
former foreign program to identify potential indicators - collection, funding,
training, etc.
Establish an organization to examine and analyze probable causes of all
security breaches

. Goal is to identify improved and cost effective security practices

. Must have full access to all pertinent information and people, procedures,
facilities (all  sources)

. Findings will not be used for administrative or legal action

Develop and implement an integrated National Intelligence Exploitation
Architecture to support the organization and processes
Action: SECDEF

- Direct development of IW Essential Elements of Information (EEI)
(ASD(C3I) lead)

Exhibit 6-2-I. Establish a Center for Inteligence Indications and Warning,
Current Inteligence, and Threat Assessments
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The recommendation to establish the center a NSA recognizes their role in eectronic
inteligence and is meant to build upon recent organizationd efforts at NSA. However, NSA
must be augmented by DIA and CIA personne because of the extensve socia engineering
component of information warfare. The Task Force believes it is essentid to keep separate the
intelligence and operations functions. The reason for the separation is that these functions are
different. The inteligence community focuses on drategic warning and the operations
community focuses on continuity of service and the warning and response to immediate danger.

The Task Force believes the recommendations in Exhibit 6-2-1 are key to improving the
intelligence support to defendve information warfare. While there has been some activity in
these areas, the whole process needs a dgnificant jump sart. In addition, representatives from
the intelligence community pointed to the lack of Essentid Elements of Information (EEIS) from
the operationd community as a contributing factor to the intdligence chdlenge. This should not
be an inhibitor to progress.

There may, in fact, be a need to form a Nationd Center for Indications and Warning. This center
would gather and andlyze monitoring data continuoudy. The data would be derived from
commercid infrastructure systems as wel as government. The center could be charged with
searching for and detecting early signs and precursors of a wide scale, coordinated attack and
with providing warnings to U.S. government and private sector organizations. Toward that end,
a phased gpproach would be appropriate, beginning with a DoD-specific organization which is
scdable and extensible, and evolving towards a pan-government and private sector organization.
Roles of the organization should include gathering and andyzing of voluntarily contributed deta,
disssminating of findings, and acting as a clearing house to coordinate feedback and responses
from the community.

6.2.2 Establish a Center for IW-D Operations

The basc required defensve information warfare operations functiond capabilities are shown in
Exhibit 6-2-2. The terms tactical warning and attack assessment are familiar to the srategic
nuclear forces. They fit in the information warfare context condstent with the definitions in Joint
Pub 1-02, Dictionary of Militay Terms. Providing these cagpabilities in the information-age
context, however, is very different than the nuclear era. Emergency response and infrastructure
restoration are sdlf-explanatory.
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« Functions
- Tactical warning (monitor, detect, report)
- Attack assessment (analyze, organize defenses)
- Emergency response (control damage, reallocate infrastructure assets)
- Infrastructure restoration

+ Support CJCS initiative to establish

- Military IW operations center (J3 cell, Joint Information Warfare Center)
. Support IW aspects of deliberate planning, exercises, and operations
. Serve as time-sensitive IW point of contact for CINCs (911)

. Serve as IW information source and clearinghouse for CINCs and
operations  forces

. Provide operational liaison with counterpart federal, state and local
agencies on matters of immediate relevance to current military operations
or exercises

- CINC IW cells
« Support planning for and conduct of CINC IW activities
Action (ASD(C31) lead with CJCS support):
- Establish a DoD IW-D operations center (911) at DISA with NCS, NSA,
and DIA support.
- Develop/implement distributed tactical warning, attack assessment,
emergency response, and infrastructure restoration procedures

. Incorporate national guard, reserves, mobilization augmentees, contractor

support

« Mandate reporting of all suspected intrusions and computer incidents
affecting DoD systems and networks

- Interface with Service and Agency capabilities and I&WITA  support

- Establish necessary liaison (e.g., military and government operations
centers, service providers, intelligence agencies, computer emergency
response  centers)

Exhibit 6-2-2. Establish a Center for IW-D Operations

The Chairman has dready undertaken an effort to establish a military operations center and has
ingructed the CINCsto edablish IW cdls within ther gaffs. The military operations center will
conss of two dements. Firg, a smdl cdl will be esablished in the J3 and will be daffed during
norma duty hours. During crises, the J3 cdl will have specific authorities over the second
eement, the Joint Information Warfare Center. The Joint Information Warfare Center will be
daffed 7 days a week, 24 hours a day, and will serve as the interface to organizations such as the
CINC IW cdls, the Joint Spectrum Center, the Joint Warfare Andyss Center, the Joint

Command and Control Warfare Center, and the Service IW organizations.

The didtinction to be made between the military IW center and the defensve information warfare
operdtions center is that the military center will focus on military operations of a time-senstive
nature. The defensve information warfare center will be focused on the Defense Information
Infrastructure and other criticd infrastructures as appropriate.

While the Task Force recommends that the center be established at DISA, current technology

certainly provides for establishing a virtud center. This virtud center would draw on support
from geographicaly dispersed dements. Initid daffing should come from exising assets. As
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suggested earlier, this operations capability must be distributed down and throughout the
Department, linking, for the most part, existing operations centers, emergency response teams
and 0 on. The Task Force envisons eventud links to other government centers including any
that may result from the actions of the Infrastructure Protection Task Force recently crested by
Executive Order 13010.

Edablishing the center is rdatively easy. Developing and implementing the process and
procedures to be used will be much more difficult; there has been amost no effort devoted to this
area. One suggestion the Task Force makes is that eventua staffing and procedures take
advantage of technicd expertise avalable in the naiond guard, the reserves, mobilization
augmentees, and contractors. Mandatory reporting sounds easy but may be difficult to
implement because of a basic fear by those reporting that they will be held accountable for the
intruson or incident and that they will have to pay to fix the problem. Mandatory reporting may
have to be accompanied with some form of inducements such as a “fix it freg’ offer. It will dso
be necessary to distribute these capabilities throughout the Department and establish an
information channd with the indications and warning/threat assessment center for sharing of
information essentia to the performance of each center’s misson.

If nationa-level centers for infradtructure protection are established as a result of the
recommendations of the Presdent’'s Commisson on Criticad Infrastructure Protection, then the
Department should ensure gppropriate interfaces are established between DoD functions and
these centers.

The tentacles of this Operations Center should be virtudly extended to every organizetion in
DoD, ranging in scope from a single person sarving as point of contact for the organization to
having an emergency response cdl located with the organization.

DISA should establish a threshold of information event that requires reporting to the Operations
Center. Every information event reaching that threshold must be reported and pendties
established to enforce that reporting. DISA should maintain a knowledge base of that reporting
and ensure al response personne are gppropriately trained and informed.

6.2.3 Edablish a Center for IW-D Planning and Coordination

The role of the planning and coordination center, shown in Exhibit 6-2-3, will be to support the
ASD(C3l) in fulfilling his responghilities as the focd point and to faclitate the sharing of
sengtive information within the Department, among the Federa departments and agencies, and
with the private sector.
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¢ Functions

- Develop W planning framework

- Assess
« IW policy and plans
« IW preparedness
. Intelligence support
« Allocation of resources to IW
« IW incident reports

- Develop procedures and metrics for assessing infrastructure and
information dependencies

- Facilitate sharing of sensitive information (e.g. threats, vulnerabilities,
fixes, tools, techniques) within DoD and among government agencies,
the private sector service providers and professional associations.

Action (ASD(C3l) lead):
- Establish an IW-D planning and coordination center (411+) reporting to
the ASD(C3l) with interfaces to the intelligence community, the Joint
Staff, the law enforcement community, and the operations (911) center

Exhibit 6-2-3. Egtablish a Center for IW-D Planning and Coordination

One of the firgt activities of the planning and coordination center should be to establish a

planning framework which can provide for meaningful assessments of progress in information
warfare preparedness. This center will not write plans for the CINCs, Services, and Defense
Agencies, but will identify the need and means for integreting information warfare consderations
into traditiona planning activities.

The center will ad the foca point in assessng the trestment and implications of information
warfare in policy and plans, operations, and the alocation of resources to information warfare.
The center will dso andyze and assess IW-rdlated incident reports generated by the Services and
Agencies and forwarded to the 911 operations center. The assessment will determine patterns of
activity that might indicate the need to revise plans or resource dlocations.

Since there is no established method for assessing the dependency of operations plans and DoD
support activities on information and infragtructures, the center will need to develop the
procedures and metrics for such assessments. The military operations community and the
functiond support community will perform the assessments. These infrastructure dependency
asessments will be discussed in more detall later in this report.

Sharing of sengtive information is probably one of the most important first steps in building a
defendgve information warfare capability. There are Sgnificant legd, regulatory, competitive and
emotional hurdles to overcome; these must be addressed as soon as possible.

6.24 Establish a Joint Office for System, Network and Infrastructure Design

It is not necessary to break the cryptographic protection to atack our classified computing

environments. The protection paradigm used by DoD is based upon the classfication of
information. However, mogst classfied computer systems contain, and often rey on, unclassfied
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information. This unclassfied information often has little or no protection of the data integrity
prior to entry into classfied systems. The expected interaction between GCCS and GTN are
examples of this. An increesng number of DoD systems contain decison aids and other event-
driven modules. These should be buffered from unclassfied data whose integrity cannot be
verified.

Second-, third-, and “n” -order effects from an information warfare attack have not been
observed and are not well understood. Further, good data are not available with which to
conduct modeling and smulation of such effects. Data must be collected to support the
modeling and amulation of the effects of specific information warfare attacks and defenses.
Detailed data should be gathered through severd means.

« Mesasure the specific loca effects of a standard battery of attacks on common components
such as operating systems, firewalls, routers, etc. Experiments should be conducted using
various configurations and settings of the components and attack variations for as
complete a picture as possible.

« Mesasure the effects and possible consequences for a standard battery of attacks against
many common configurations of generic networked systems. The technologies and
configurations selected for these experiments should be common to a large percentage of
the DIl and NII, including telecommunications, power, and control systems. Agan the
attacks should be carried out in multiple variations againg multiple target system types
and configurations, with various types of defenses, to obtain accurate data on the
measurable effects of attacks in dl these circumstances,

« Mesasure the effects and possibly consequences for a battery of attacks, that could include
gpplication-specific attacks, on gereotypical defense systems. Measure the effects on
misson effectiveness

To achieve the god of protecting information systems from future IW attacks, a comprehensive,
principled approach for architecture, design, and analyss of secure, survivable distributed
information systems must be developed. These new principles and approaches should build
upon, and be syntheszed from, exising and emerging information system engineering principles
based on work in fault-tolerant systems, trusted systems, and secure distributed systems. The
principles must be promulgated as guiddines so that they will be widdy applied.

There is a need to create a broader theoretica underpinning for understanding, design, and
andyss of the security and survivability of information sysems. Theoreticd tools avaladle
today usudly treat specidized aspects of information security. Early information-theoretic work
in the 1950s and 1960, work in the 1980s on trapdoor functions, and recent work on Byzantine
robust networks may form some basis for development of a broader theory. New theories should
be developed for robust systems. These theories need to include models both for attacks on
sysems and for survivability defense drategies. Robust system theory should include forma
methods that apply to large-scale, distributed, heterogeneous systems. Andysis techniques
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should include methods for predicting and andyzing Red/Blue conflicts by, for example,
extenson/application of game theory and other relevant approaches.

Since the cogt of highly secure network subsystemns will be very high, the architect should
assume that the defense network will traverse commercid infragtructures, and that the underlying
subgrate will be inherently insecure. The network architecture thus must ensure successful
transmissons in the presence of falled, faulty, and spoofed network components. For example,
goatid transmisson divergty is an exiding proof that rdiability can improve with intdligent use
of the network. Since the future globa network will include subnets of varying robustness, it is
suggested that a separable entity be established as an overdl net security management system.
The overal network security manager would be responsible for architectura add-ons (such as
wrappers) for each subnet, to provide survivable, secure service over the entire net of nets.

For survivable systems, security is required at multiple levels, including gpplications,
middleware, operating systems, and networks. New architectura agpproaches must enable the
accommodation of legacy and COTS subsystems, perhaps via wrappers, into an overal adaptive
system-of-systems architecture. This architecture must be designed to redlocate critical tasks
dynamicdly to subsysgems which have survived the atack. The security/survivability
management of the system should be integrated into the overdl sysem management framework,
in terms of both the automated and the human components of the system management structure.

In order to test the effectiveness of the survivable sysem architecture, principles, and theory, it is
essentid to conduct experiments and demondrations. It is recommended that such experiments

and sysem demondrations be conducted in existing and emerging system testbeds and networks,
building on both experimenta nets and the emerging DIl and NII.

There are subgtantia differences between designing a typicd information system and designing a
reslient information infrastructure capable of enduring in the face of intentiond disruptions.
Information sysem design is typicdly based on efficiency; a reslient information infrasructure
desgn must be based, instead, on effectiveness. Control must be decentradized and portions must
operate independently of the infrastructure. For example, fault-tolerant computing introduces
redundancy into otherwise efficient systems in order to make them more effective, particularly
agand random disruptions. Smilarly, the desgn of a redlient infrastructure will ensure

diversty of hardware and software so that a common failure mode will not result in an
infrastructure falure. Investing in a proper desgn up front saves money in the long run and
negates the very red posshility of introducing vulnerabilities by atempting to retro-fit security.

The god is to desgn for utility, resliency, reparability, and security, as shown in Exhibit 6-2-4.
Presently, there is no ggnificant body of knowledge on infrastructure design. It will have to be
developed based on the exiding design sills for fault-tolerant computing, resliency, rdiability,
and so on. This body of knowledge will expand through on the results of the research currently
under way and planned for large digtributed networks and survivable systems. This growing
body of knowledge will be used to develop and promulgate policies, architectures, and standards
which enhance the utility, resliency, repairability and security of the infrastructure. The
collection of these policies, architectures, and standards will conditute the infrastructure design.
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. Functions

- Develop and promulgate policies, architectures, standards

- Design for utility, resiliency, repairability and security
« No one event/attack should be able to do the system in
« Perimeter defense not sufficient
« Classified systems vulnerable to attack from unclassified data sources
« Back-up repositories of data must be implemented and regularly updated
« Diversity should be a key aspect of design

- Develop and implement configuration management process

- Conduct independent verification of design and procurement
specifications

Action (ASD(C3I) lead):
- Establish ajoint security architecture/design office within DISA to
design the infrastructure in accordance with the above principles to
shape the design of the DoD information infrastructure

- Establish a process to independently verify and enforce adherence to
these design principles

Exhibit 6-2-4. Egtablish a Joint Office for System, Network
and Infrastructure Design

The infrastructure design should be verified independently periodicdly to ensure that the design
mesets the gods of utility, resliency, reparability, and security. The Task Force suggests using
NSTAC, NCS, and similar resources to ad in this activity.

The infrastructure design should dso be used to verify that gods of utility, resliency,
repairability, and security are reflected in the specifications for development of new systems and
for purchase of services from the other government agencies and the private sector.

The Task Force recommends the establishment of a joint architecture/design office in DISA to
develop and promulgate throughout the Department the needed design policies, architectures,
dandards, and configuration management process. This office should include the current
architecture and design activities of DISA, but should dso be focused on infrastructure design
and the incorporation of security up front in the architecture and engineering process. The Task
Force also recommends that a process be developed to verify compliance with the design

independently.
6.2.5 Establish a Red Team for Independent Assessments

Red Teaming is an essentid component of the IW-D drategy and technology development
process. We recommend that the concept be extended to include vulnerability andyses as well as
caefully planned attacks during experimenta activities in controlled testbeds and during
training/planning exercises. The Red Team exercises should be conducted under proper rules of
engagement to avoid unnecessary damage or disruption to information systems.
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Emphass should be given to developing new attack methodologies in addition to reusng and
applying of current attacker techniques. For example, attacks should be designed which exploit
the system’s survivability features. A sophisticated attacker would probably know about these
features. In formulating these attack drategies, modds should first be developed for system
vulnerability and its likely defenses, and these models should be exploited in the attack
drategies. Vulnerability analyses and Red Team attacks should be conducted at the gpplication
and system leve, as well as a the subsystem leve, with the god of uncovering how operations
can be perturbed (eg., the planning and execution of an air tasking order or the deployment of
sensors and communication assats), and how supporting communication links, or specific
computers and network nodes, can be compromised.

The need for independent assessments is suggested in the notion that “you can only expect what
you inspect.” Many activities throughout the Department are in the process of forming Red
Teams for the purpose of conducting vulnerability andlyses, training, readiness assessments, and
s0 on. The Task Force endorses these efforts, particularly in light of previous DSB Task Force
recommendations. However, what the current Task Force is recommending is the
“SECDEF/DEPSECDEF s Own” --a team whose centrd role is providing the
SECDEF/DEPSECDEF with unbiased assessments on the Department’s IW “date of hedth.”

As shown & the bottom of Exhibit 6-2-5, the Task Force recommends that a Red Team be
established to perform these independent assessments. Two previous Defense Science Board
Studies have made a smilar recommendation to establish such a Red Team. While the Task
Force was unable to agree on whether the new organization should be a standaone organization
or housad in an exiding organization, there was unanimity on the fact that the Team will require
sgnificant management atention and, dthough reporting through the ASD(Ca3I), ke accountable
to the DEPSECDEF for its activities.

« Functions
- Acquisition - assess vulnerabilities

. Existing and planned DoD systems and networks
« Include products and services provided to DoD by private sector
- Operations - conduct “IW-like” attacks
« Verify readiness posture and preparedness
« Assess physical, cyber, and people aspects
- Spectrum of attacks
. Facilities, networks and systems, and people
Hardware, software, databases, systems, networks, communications
. Deception, corruption, exploitation, denial

Action (ASD(C3I) lead):
- Establish a Red Team
« Accountable to SECDEF/DEPSECDEF, independent of design,
acquisition,  operations
. Red Team recommended by 1994 and 1995 DSB Summer Studies
Important  management  considerations
- Tight leash and significant management attention
- Integrated product team
- Develop procedures for employment of the Red Team

Exhibit 6-2-5. Establish a Red Team for Independent Assessments
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Developing and maintaining an independent assessment capability is very important because of
the traditional resstance to sdf-assessment and potentiad embarrassment. However, it is
essentid that the Department evauate its IW preparedness and not wait to learn of any mgor
shortfals because of the actions of an adversary. This Red Team should have a smdl permanent
cadre for management and technica continuity and should be daffed by civilian personne and
military personnd on a rotating joint duty basis.

The organizationd recommendations made by the Task Force are shown graphicdly in Exhibit
6-2-6. While it was obvious to the Task Force that amilar information warfare (defense)
capabilities and organizations must be established at the nationa level, the Task Force decided
not to make specific recommendations about where these organizations should be established or
to whom they should report. Ingtead, the Task Force recommends this be left to the President’s
Commission. However, it should be pointed out that there is a red need for extensve
coordination and information sharing between government (Federd, dtate, and loca) and the
private sector.

President

Vice President
NEC NSC OMB OSTP
L [ I [ [ I I
smzf’:‘l‘;';i; M ---------- -|DCI | [ DoDI | DoC | |D0E | |DoJ| [DoTI [ Treas |
7
CIA
77

T I I A T )
USD USD ASD ] Nsa USD USD
(A&T) (3] (C3D) / / (€)
- -
)

Coordination
Channel of Communications ~ ~ ="~
Intelligence C: (L1458

Exhibit 6-2-6. Organizational Recommendation - DoD Aspects

Exhibit 6-2-7 aso shows the organizationd recommendations made by the Task Force but
emphasizes the functional aspects. The defensve information warfare process, procedures and
mechanisms diagram discussed earlier in the report is shown in the middle of the Exhibit and the
process has been divided by the gray line into preparedness functions and operations functions.
The recommended organizations are arrayed in the Exhibit so as to relate their functions (shown
near the ovals) to the entire defensve information warfare process.
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Exhibit 6-2-7. Organizational Recommendations - Functional Aspects

6.3 INCREASE AWARENESS

An important and cost effective fird line of information warfare defense is a user and operations
community that is aware of potentid thrests and is well trained in protection, detection, and
reaction tactics, techniques and procedures. A well-trained and educated cadre of security and
automated information system professonas can provide an effective second line of defense. The
Services and Agencies (NSA in particular) have long provided INFOSEC training. Traditiona
DoD security awareness and training, however, has emphasized the security of classfied nationd
security information and information systems processng classfied nationa security information.
DoD components are currently implementing awareness, training, and education (ATE) programs
to focus on new threats to both unclassified and classfied networks. Working groups have been
established to help coordinate efforts between components. There is a need, however, for a
DoD-level forum with the authority to reduce duplication and implement consolidated training
respongbilities. This forum must take advantage of core competencies to ensure a
comprehensve, cod-effective program.

Current modding and smulation efforts do not adequately address issues that can be expected to
aise in an information warfare attack environment. For example, little or no consderdion is
given to the tactica impact of compromised or exploited computing and networking resources,
beyond perhaps the classca effects of jamming or ESM techniques as applied to the bettlefield
communications  infrasiructure.
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A fundamentd shortcoming of traditiond wargame-oriented smulations is the falure to predict
changes in battlefield behavior resulting from the dynamic interplay of people with new
wegpons, sensors, tactics, etc. This is manly due to deeply embedded, built-in assumptions of
human tactica behavior. The introduction of a new dimension to the battlepace, namely that of
IW, serves to aggravate the problem. A new generation of smulaions and gaming environments
IS needed that not only generaly minimizes built-in assumptions on human behavior, but aso
captures in paticular the implications and impact of sophidicated information warfare types of
attacks.

Because of our perceved lead in offensve information warfare capabilities, not everyone
understands the need for defensive information warfare preparations. The Task Force review of
severd current Service and joint doctrine documents indicates that defensive information warfare
matters are not adequately addressed. The Task Force strongly suggests the need to make senior-
level government and industry leaders aware of the vulnerabilities and appreciate the
implications. The recommended actions are shown in Exhibit 6-3.

The awareness campaign should be designed for severd purposes. The interna campaign should
make DoD personnel more aware of the threats, vulnerahilities, and fixes and should aso make
DoD a better informed customer in the acquidition of systems, COTS products, and services.
The externa program should make DoD suppliers better aware of DoD needs and should make
the civil agencies and the genera public understand DoD dependence on infrastructures and the
role of DoD in the information-age “common defense.”

. IC/IW (Offense) capability breeds complacency
. Military doctrine does not adequately address IW vulnerabilities
. Need senior-level government and industry appreciation of

what's at stake
- Pursue all avenues (briefings, conferences, articles, etc.)

Action:

- Establish an internal and external IW-D awareness campaign for the public,
industry, CINCs, Services and Agencies (ASD(C3l) and Public Affairs)

- Expand the IW Net Assessment recommended by the 1994 Summer Study to
include assessing the vulnerabilities of the DIl and NIl (USD(P) lead)

- Review joint doctrine for needed IW-D emphasis (CJCS lead)

- Explore possibility of large-scale IW-D demonstrations for the purpose of
understanding cascading effects and collecting data for simulations (ASD(C3I)
lead

- Devz)alop and implement simulations to demonstrate and play IW-D effects
(USD(A&T) lead)

- Implement policy to include IW-D realism in exercises (CJCS lead)

Conduct IW-D experiments (CJCS lead)

Exhibit 6-3. Increase Awareness

The Task Force recommends that the ongoing IW net assessment recommended by the 1994
Summer Study be expanded to include an assessment of the vulnerabilities of the DIl and the NII
with particular emphass on those portions of the NIl upon which the Department is especidly
dependent. A brief review by the Task Force of sdected joint doctrine reveded a heavy
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dependence on information and information technology without corresponding attention to
defensve information warfare. Existing doctrine should be reviewed for needed emphasis. The
Department should dso explore the possbility of large-scde demongrations for the purpose of
exploring cascading effects and for collecting data necessary for smulation of information
warfare activities,

In addition and to the extent possble, information warfare (defense) must be redidticdly played
in exercises. This will require some concerted management attention. The Task Force notes that
since 1992, DoD palicy has cdled for military exercises to include redidic information warfare
play. To date, there has been very limited execution of this policy. In those cases where a
redistic IW environment cannot be created, specific experiments should be developed to assess
the effects of information warfare attacks. For example, policy directing the CINCs to conduct
exercises with information warfare realism has been effect Snce 1992 and there has been no
noticesble efforts to date to implement the policy. In those cases where such realism is not
possible, specific experiments must be developed to assess the effects of information warfare
attacks.

6.4  ASSESS INFRASTRUCTURE DEPENDENCIES AND VULNERABILITIES

Traditiond thinking is that infrastructures, with few exceptions, are dable, rdiable, and dways
avalable. The nation's interstate highway sysem is a prime example. Consequently, the
Departments operationd and functional planners have not adequately addressed the possbility
that key infrastructures such as telecommunications, eectric power, and trangportation might not
be avalable in pat to support military operations. The purpose of this recommendation, as
shown in Exhibit 6-4, is to get the operationd and functiond planners to begin documenting the
extent to which their plans are dependent on critica infrastructures and what effect infrastructure
disruptions might have on execution of the plans.

. Dependencies and vulnerabilities not well understood
- Affects efforts to mobilize, deploy, employ, control and sustain forces
- Interconnected infrastructures have common single points of failure
- Mitigation (protection) techniques and procedures must be developed
. The Mission Needs Statement for Infrastructure Assurance
Modeling developed by Joint Staff will help

Action

- Develop a process and metrics for assessing infrastructure dependency
(ASD(C3I) lead)

- Assess/document operations plans infrastructure dependencies (CJCS
lead)

- Assess/document functional infrastructure dependencies PSAs lead)

- Assess infrastructure vulnerabilities (ASD(C3I) lead)

- Develop a list of essential infrastructure protection needs (CJCS lead)

- Develop and report to the SECDEF the resource estimates for essential
infrastructure protection (ASD(C3l)  lead with CJCS support)

- Review vulnerabilities of hardware and software embedded in weapons
systems (USD(A&T)  lead)

Exhibit 6-4. Assess Infrastructure Dependencies and Vulnerabilities
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The Joint Staff has begun to address the issue by developing a draft Misson Needs Statement for
Infrastructure Assurance Modding. The MNS agpproach is to use modding and smulation. This
is probably the best long-term approach to understanding infrastructure inter-dependencies,
potential cascading effects, etc.

The Task Force recommends that a separate effort be initiated by the ASD(C3l) to develop an
dternative gpproach using other anaytica techniques that could be employed in the near term by
the operational and functional planners to assess al critica infrastructure dependencies. Based
on these assessments by the Chairman and the Principd Staff Assgants, the Chairman should
develop the essentid infrastructure protection needs and the ASD(C3l) should develop the
resource estimates for the needed protection.

The Task Force recognizes that this will be an enormous task. However, the complexity and
difficulty of the task should not be an impediment to starting the effort; “the journey of a
thousand miles begins with a sngle sep.”

6.5 DEFINE THREAT CONDITIONS AND RESPONSES

Exhibit 6-5-1 shows that, as in the traditional operations community, the IW-D operations
community requires an aerting mechanism to heighten awareness and preparedness as the threat
increases. In addition, there should be some prescribed response by the IW-D operations
community to increesng threat conditions such as minimizing the traffic on the networks,
regtricting personnel access to operationd facilities, disconnecting certain systems from networks
which are likdy targets, and possbly implementing wartime modes of operation. While the
effort is urgently needed, it will be complicated by the extensve interconnectivity of sysems and
networks and because some actions will be required by the private sector, in part, snce much of
the Defense Information Infrastructure is embedded in the public switched and data networks.

. Conditions and responses required for risk management
- Conditions analogous to DEFCON
- Responses might include
« Minimize
« Personnel actions
« Disconnecting from the “net”
« Use of War Mode (WARM) protocols
Defense of the information infrastructure complicated by

- Interconnectivity - heightened state of alert must extend to all connected
systems and networks

- Reliance on private sector - may require legislative or regulatory actions

Action:

- Define and promulgate a useful set of IW-D threat conditions which is
coordinated with current intelligence community threat condition
definitions  (CJCS lead)

- Define and implement responses to IW-D threat conditions (CJCS lead with
ASD(C3l)  support)

- Explore legislative and regulatory implications (ASD(C3l) lead)

Exhibit 6-5-1. Define Threat Conditions and Responses
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Exhibit 6-5-2 is an illudrative cut a what a structured threat condition and response table might
look like. This is not a definitive threat chart. For example, “normd” is yet to be defined and
very damaging attacks can be postulated that would not cause a noticegble increase in the number
of incidents. Also, it should not be inferred that the Task Force believes an information warfare
attack will necessarily escdate in a linear manner from leve 1l to levd V. An attack could be
oriented on a specific critical target or could immediately threaten multiple centers of gravity
within the United States. The term “specid contexts’ is an attempt to highlight the potentia
linkages between an information warfare attack and other circumstances that may be present. For
example, disruption of the infrastructures supporting Fort Bragg, North Caroling, would have
much greater impact during a deployment of U.S. forces to a crigs location than it would during
norma pesce-time training operaions.

Defense  Posture

- Condition Il with special contexts

CONDITION SITUATION REQUIRED RESPONSE
I-Norma - Norma threat-crime/incompetents - Norma actions and requirements
- Normal activities in all sectors
11-Perturbation - 10% increase in incident reports, - Increase incident monitoring
regional or functionaly based Look for patterns across wide range of
- 15% increase in al incidents variables
Alert dl agencies to increase awareness
activities
- Begin selective monitoring of critical elements
111-Heightened - 20% increase in dl incident reports - Disconnect all unnecessary connections

- Turn on rea-time audit for critica systems

Begin mandatory reporting to central control

U.S. ability to function

- Condition I1I/ IV with specia contexts

1V-Serious - Major regiona of functiona events - Implement aternate routing

that seriously undermine U.S. interests - Limit connectivity to minimal states

- Condition 11/ Il with specia contexts - Begin “aggressive’ forensics investigations
V-Brink of War - Widespread incidents that undermine - Disconnect critical elements from public

infrastructure
- Implement WARM protocols

- Declare date of emergency

Exhibit 6-5-2. Sample Threat Condition and Response

Deriving a solid set of threat conditions and appropriate responses will require some serious
research. The various levels reflect combinatorial effects as well. For example, it is possble to
move from Condition | to Condition V without passng through the intervening conditions.
Condition 1l reflects the notion that an attack may be surgical rather than broad-based.

6.6  ASSESSIW-D READINESS

Information warfare defense should be viewed from a warfighting perspective. Operationd
forces should be able to detect, differentiate among, warn of, respond to, and recover from
disruptions of supporting information services. Recovery from disruptions resulting from
falures or atacks might involve repair, recongtitution, or the employment of reserve assets. In
some cases, network managers may have to isolate portions of the network, including users of the
network, to preclude the spread of disruption. Given the speed with which disruptions can
propagate through networks, these capabilities may need to be avallable in automated form
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within the network itsdf. Findly, there must be some means to manage and control these
capabilities. At its heart, this is an operationd readiness matter.

A standardized process to enable commanders to assess and report their operationa readiness
datus as it relates to their specific dependency on information and information services is an
esentid dement of operationa readiness. A standard vocabulary will enable common
description of risk scenarios and assessment methodologies. (A more complete explanation of
the proposed process is a Appendix C.) The use of a structured assessment and reporting
process will help move information assurance from a globad and unsolvable problem to the
identification of discrete information and information service dependencies that illuminate
quantifiable risk to specific information dependent activities within a commander’s sphere of
responsibility. A smilar assessment and reporting process can be applied by supporting
elements and in the commerciad sector.

Exhibit 6-6 shows that information warfare (defense) must be mainstreamed as a readiness issue.
A means must be developed for including information warfare (defense) issues in readiness
reporting and a process must be developed to assess the information warfare (defense) readiness
posture independently. The assessment scenarios differ from the threat conditions discussed
earlier in that the assessment scenarios are used to assess readiness againgt a wide range of
possible threats to specific units, missons, and functions, while the threat conditions are used to
describe the existing threat condition to the broad interconnected population. The assessment
scenarios are gpplied localy, while the threat conditions are gpplied globaly. Standardized
assessment scenarios could be used for planning consderations, in warning orders, and so on.
The assessment regime provides a means for addressing variability and should be used in concept
and operations planning.

« Readiness assessment system

- Need explicit process to tie IW-D readiness assessments to the ability to execute
operational  missions
- Propose standardized, graduated assessment scenarios
« Accident
« Amateur hackers
« Experienced hacker
« Well-funded non-state purchase or hire of advanced IW capabilities
. State-sponsored W
« State-sponsored IW with the active collusion of an insider
- Propose standardized, graduated assessment regime
« An unknown information assurance capability for a specified threat scenario.
« Engineering estimate based on design parameters and recovery plans
« Engineering estimate based on design, simulation exercises, and review of recovery plans,
but no physical testing for a specified threat scenario,
« Internal assessment organization and live contingency plan exercise
« Independent security assessment organization and live contingency plan  exercise

Action:

- Establish a standardized IW-D assessment system for use by CINCs,
MilDeps,  Services, and Combat Support Agencies (CJCS lead)

Exhibit 6-6. Assess |W-D Readiness
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« Readiness reporting system
- Need a standard IW-D preparedness reporting system using assessment
factors from previous exhibit

Action:
- Incorporate IW preparedness assessments in Joint Reporting System and

Joint Doctrine, for example (CJCS lead):

« SORTS (Status of Resources and Training System), Joint Pub 1-03.3
— Add IW preparedness to overall unit readiness rating (C-Level)

+ CSPAR (CINCs Preparedness Assessment Report), Joint Pub 1-03.31
- Add explicit review of IW to review of Ops/Con  Plans

+« CSAAS (Combat Support Agency Assessment System), Joint Pub 1-03.32.1
- Address IW preparedness in new annual CSAAS cycle

« Joint Tactics, Techniques, and Procedures for Base Defense, Joint Pub 3-10.1
— Include IW, apply to CONUS and OCONUS bases

« Joint Doctrine for Operations Security, Joint Pub 3-54
- Add IW posture to assessment factors

« DISA Communications Spot & Status Reports, Joint Pub 1-03.10
— Modify to include status reporting on major computing resources
- Include CSAs, MilDeps and Service mobilization & sustainment assets

Exhibit 6-6. Assess IW-D Readiness (Continued)

The Task Force recommends that the Chairman of the Joint Chiefs of Staff incorporate
information warfare preparedness assessments in the Joint Reporting System and into Joint
Doctrine. The systems, reports and publications cited are only examples that the Task Force
reviewed to illustrate how these assessments might be incorporated. Additiond details will be
provided in the written report.

6.7 “RAISE THE BAR” WITH HIGH-PAYOFF, LOW-COST ITEMS

There are a number of things the Department can undertake, as shown in Exhibit 6-7, that are
relatively low cogt, but that will rase the bar dgnificantly for potentid system and network
intruders. Training and awareness have dready been emphasized. The two specific examples
are cited to illudrate the fact that there is existing Executive Branch policy regarding this matter
and that the use of banners to aert users is a good way to increase awareness. Certification by
users of banner understanding is another technique to emphasize the importance. One of the
Task Force members cited as an example the procedure used in his company. On a periodic
bass, users of the network are presented with a security awareness quiz. If the questions are not
answered correctly after three tries, the user must have the systems administrator provide access
to the system or network.
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« Training and awareness
- Enforce provisions of Appendix 3, OMB Policy A-130
- Use banners
+ Improve security of DoD's unclassified computers
- Access control (get rid of fixed passwords!)
- Identification and authentication
- Much more effective than encryption in “raising the bar”

« Promote use of government approved commercial

security technologies
- Support JWCA Phase 5 plan of action

Action (A SD(C3I) lead:

- Direct the immediate use of approved products for access control
« As an interim until a MISSlI solution is implemented
. For those users not programmed to receive MISSI products

- Examine feasibility of wusing approved products for identification
and authentication

- Require use of escrowed encryption for critical assets
« Preclude rogue employee from locking up systems and networks
. Data bases, program libraries, applications, transaction logs

Exhibit 6-7. “Raise the Bar” With High-Payoff, Low-Cost Items

One of the most important acts is to improve the security of DoD’s unclassified computers by
indituting dynamic access control and authentication of users. Until this is done, the Department
has little assurance that it has any control over these systems, many of which are essentid to
criticd support functions. The Department should aso promote the use of existing commercid
and government security technologies.

The Task Force recommends the immediate use of commercid access control technologies for
this purpose. These technologies can be used as an interim solution for MISS and as a solution
for those users not programmed to receive MISS. The Department should dso explore the
feaghility of usng gpproved commercid products for identification and authentication and
continue its plans for the use of escrowed encryption, particularly for the protection of critica
assets.

6.8 ESTABLISH AND MAINTAIN A MINIMUM ESSENTIAL INFORMATION
INFRASTRUCTURE

The current information infragtructure which supports telecommunications, power,
transportation, etc., is susceptible to IW attacks, and in particular to wide-scale coordinated
attacks amed a disabling or disrupting government as well as commercid systems. A drategy
and overd| architecture concept must be developed for a minimum essentid information
infragtructure (MEII). This minimum infrasiructure can serve as a means for restoring services
and adapting to wide-scae outages. Milstar should be investigated as a means for determining
avallable connectivity and providing modest but critical packet data service for exchange of
routing, node daius, and other essential network management information. In this role, Milstar
would be supplemented with available commercid resources as possible and as needed.
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The concept should consider the applications and deployment of secure gateways connected to
Milstar ground station equipment and reallocated Milstar assets as a hardcore network for use in
resoring critical connectivity. The authentication of commercid wirdine and wirdess network
access through the gateway to the hardcore network is a critical issue, and must be addressed.

In addition to an overdl MEII architecturd concept, minimum essential services, an operationa
concept, and a management structure must be developed. A drategy must be developed for
trangtioning from pescetime or norma operationd activities to the minimum essentid
information infrastructure. It will be important to execute the trangition drategy in the context of
EXEercises.

The minimum essentid information infragtructure capability shown in Exhibit 6-8 could serve
the Department for criticd missons and functions and could serve the nation for other nationd
security-related functions. The 1995 DSB Summer Study titled Investments fur Century Military
Superiority recommended a minimum essentid C3 capability. Incdluded are the specific
recommendations leading to that capability.

Current NII/DIl is vulnerable

- Not designed for resiliency or repair

- Cannot fully depend on public switched network
« Need

- Failsoft infrastructure to support critical functions while under attack

- Failsafe minimum infrastructure

- Failsafe capability to manage restoration independent of the public
switched network

« Core capabilities exist

- Milstar
Government Emergency Telecommunications Service (GETS)
Telecommunications Service Priority System (TSP)
- National Telecommunications Management Structure (NTMS)
- Etc.

Critical interaction of fuel, power, and telecommunications
« Base on infrastructure dependency assessments
+ Build on 1995 DSB Summer Study recommendation

Action:

Define options with associated costs and schedules (ASD(C3l) lead)

Identify minimum essential conventional force structure and supporting
information infrastructure needs (CJCS lead)

Prioritize critical functions and infrastructure dependencies (CJCS lead)
Design a Defense MEIl and a failsafe restoration capability (ASD(C3l) lead)

Issue direction to the Defense Components to fence funds for a Defense
MEIl and failsafe restoration capability (USD(C) lead)

Exhibit 6-8. Egablish and Maintain a Minimum Essential Information Infrastructure
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6.9 FOCUSTHE R&D

New information security product--from biometric personnd identification devices to advanced
firewdls-are beng introduced every day into the commercid marketplace. Many of the
products are either focused on protecting against network-based intrusions or are attempting to
enable some form of eectronic commerce. However, these products often do not scae well in
large digtributed environments, are too expensive, and are too difficult to configure.

The Depatment of Defense should monitor the progress in commercid information technology
and take care not to duplicate or reinvent the progress being driven by market forces. However,
the commercid market will not provide the Department the necessary tools and techniques to
rgpidly and securely assemble and protect a robud, resilient, deployable information system to
support a Joint Task Force or codition operations. The Bosnia C2 Augmentation initiative is an
example of the chdlenge.

As cog-affordable technologies are developed, they should be given early tests in the Joint
CAISR Béttle Center Environment.

The Task Force is aware of saverd of the ongoing information system security initiatives under
way in DARPA and has read the descriptions of other IW-D R&D efforts in the Joint
Warfighting Science and Technology Plan and in the Defense Technology Objectives of the Joint
Warfighting Science and Technology and Defense Technology Area Plan (both of May 1996).
However, the Task Force suggests a tighter, more integrated focus on support to U.S. defense
activities in the areas outlined in Exhibit 6-9. In addition, Task Force did initidly consder a
much broader and more comprehengve lisg of R&D initiatives required for information warfare
defense. Because of the potentid contribution of commercid security activities to some of the
Department’s requirements, the Task Force recommends the Department should focus its R&D
on those aspects of information protection and assurance not likely to be addressed by the private
sector. Severd Task Force members stressed that the R&D program must emphasize cost and
operationd redism. For example, it would be helpful if the primary design criteria included per-
seet codts for ingdlation, training, and support.
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e Current security products are not designed to protect large
distributed environments

« Must devote attention to verifying security configuration of a
rapidly assembled system for Joint Task Force or coalition
environments

« Dod must carefully evaluate emerging commercial technologies

and products
- To include testing in Joint C4ISR environments

« Focused research effort required which involves academia,

industry and government; however,

- Few universities currently have related courses or research programs

- There are no established avenues for sharing experience and knowledge in
resilient system design

Action (USD(A&T) lead):

- Focus the DoD R&D program on the following areas
« Robust survivable system architectures
- No one event/attach should lead to failure of a critical function
- Design should provide for graceful degradation and rapid restoration of critical
functions
. Techniques and tools for modeling, monitoring and management of large-scale
distributed  /networked  systems
. Tools and techniques for automated detection and analysis of localized or
coordinated large-scale  attacks
. Tools for synthesizing and projecting the anticipated performance of survivable
distributed  systems
. Tools and environments for IW-D oriented operational training
. Testbeds and simulation-based mechanisms for evaluating emerging IW-D
technology and tactics

- Work with the National Science Foundation to develop
« Research in US. computer science and computer engineering programs

. Educational programs for curriculum development at the undergraduate and
graduate levels in resilient system design practices

Exhibit 6-9. Focus the R& D

The development of robust survivable systems resigtant to information warfare attack, as well as
other types of falure, must involve mgor advances in technology and will require the efforts of a
vigorous research community embracing academia, industry, and government. Prior R&D efforts
have focused on areas such as computer and network security, encryption technology, and single
node falures. Little atention has been paid to surviving willful malicious attack, or detecting
and diminating corrupt software.

The area of robust survivable systems offers an opportunity for a unifying theme to develop a
broad-based research effort covering the full range of 6.1, 6.2, and 6.3 research to overcome the
current lack of significant new ideas and problem solutions. Particular emphasis should be given
to the following aress

« Dedgning a sysem such that no one event/attack will lead to process falure

o Dedgn methods for work processes and software that enable the monitoring of functiona
activities, provide for the graceful degradation of functiond activities, and ease the rapid
restoration of functions.
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As indicated in the previous exhibit, specific atention should be pad to verifying the
configuration of a rapidly assembled system for use in Joint Task Force or codition
environments. This should include postive identification of system components with passve
identification of users, in both the datic and mobile environments

Regarding test beds and smulaion-based mechanisms, it will be important to:

« Veify whatever security clams are made for a product
o Undersand and modd cascading events from an informaion warfare event
o Understland the impact (and psychology) of multiple carefully timed attacks.

In addition to the above, the R&D community should dso congder establishing a focused effort
on the theory, science and andlyss of high assurance, massvely digtributed systems to include:

+ Developing rigorous mathematical approaches and principles for complex system
andyss and synthess. The DARPA BAA 96-40, Survivahility of Large Scde
Information Systems, 28 August 1996, provides a good Sart.

+ Deveoping advanced modding and andysis techniques extending exiging forma
method approaches.

« Deveoping advanced formaized techniques for predicting, testing, and verifying
complex system performance.

Finaly, the Department should work with (and even possibly provide seed money to) the
Nationad Science Foundation to establish research and education programs for reslient system
desgn in the universties and colleges.

6.10 STAFF FOR SUCCESS

IW vulnerability is often due to human error, insufficient training, or lack of knowledge of or
failure to follow procedures or adhere to policy. This vulnerability represents a ggp which cannot
be closed with technology done. Currently, capabilities of sysem and network administrators
and system managers vary widdy. This is partidly due to a lack of gppropriate training, and
partidly due to the difficulty in use of exising security products and in obtaining information on
how to configure a system securely.

A cadre of high-qudlity, trained professonas with recognized career paths is an essentia
ingredient for defending present and future information systems. It is recommended that research
be conducted towards the development of techniques, curricula, tools, and technology

specificaly for security-focused training for sysem and network adminigtrators. Developing
partnerships with univerdties, colleges, exising DoD professond development programs, and
vocational schools for the purpose of curriculum development will be an essentiad ingredient of
this process. It will aso be important to capitdize on emerging digributed interactive smulation
technology to provide a redidtic, dynamic, operations center-like training environment indicative
of area-world IW combat setting.
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The Task Force acknowledges that there are a number of studies and initiatives under way in the
area of information warfare (defense) training. Included in these is a recent NSTISSC review of
training which recommended the development of a database of dl available INFOSEC training
courses. NSTISSC has dso developed training standards for Systems Administrators,
Information System Security officers, and Designated Accreditation Authorities. However,
efforts throughout the Department do not appear to be well coordinated and there does not appear
to be a concerted effort to train systems and network coordinators properly.

As shown in Exhibit 6- 10, the Task Force recommends establishment of a skill specidty for
military personnd to enable the formation of a cadre of knowledgesble and experienced
defensgve information warfare specidids. The skill specidty is recommended instead of a career
path to ensure that operational experience is reflected in the performance of the information
warfare (defense) duties and to preclude the possble formation of a closed community of
experts.

« Systems/network administrators are the first line of defense
- Need a professional cadre - not “other duties as assigned”
- Keep the defenses in good order
- Serve as the “picket line” to sound the warning

+ Need IW-D skills and awareness in all functional areas

Action:

- Establish a career path and mandate training and certification of systems
and network administrators (USD(P&R) lead)
- Establish a skill specialty for WD (USD(P&R) lead)

- Develop specific IW awareness courses with strong focus on operational
preparedness in DoD's professional schools (CJCS lead)

Exhibit 6-10. Staff for Success
6.11 RESOLVE THE LEGAL ISSUES

Legd issues can be a digraction from moving on with what can be done. As shown in Exhibit
6-11, the Task Force found some confusion among the Department’s representatives regarding
the scope of their authority to monitor systems and networks for the purpose of assessng the
security of the sysems and networks. As discussed earlier, the advent of distributed computing
has and will continue to blur the boundaries of the systems and networks that DoD uses.
Confusion adso stems from uncertainty over when or whether a wiretap approva is needed. All
DoD sysem and network adminidrators should assume that any intruson is a hodtile intruson
and take action to minimize the effects of the intrusion and report the intrusion for purposes of
tacticad warning and to obtain necessary protective support, including law enforcement.
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e Issues:
- Defending DoD systems
. DoD has needed authority, but rules must be clarified
- Defending other government and civil systems
. Need government-wide guidance (perhaps legislation)
. Areas to examine include:
- DoD assistance to the private sector (e.g. Computer Security Act)
- Attacker of unknown nationality (intelligence versus U.S. persons)
- Tracking attackers through multiple systems
- Obtaining/requiring reports from the private sector owners and operators of
critical infrastructures
Action (General Counsel lead):
- For DoD systems, promulgate:
Guidance and unequivocal authority for DoD users to monitor, record data, and
repel intruders in computer systems for self protection
« Banners that make it clear the DoD’'s presumption that intruders have hostile intent
and warn that DoD will take the appropriate response
« IW-D rules of engagement for self-protection (including active response) and civil
infrastructure  support
- Provide to the Presidential Commission on Critical Infrastructure Protection
proposed legislation, regulation, or executive orders for defending other
systems.

Exhibit 6-11. Resolvethe Legal Issues

To lessen the confusion, the SECDEF/DEPSECDEF should direct the General Counsdl to
explore this matter and issue rules of engagement regarding appropriate defendve actions that
may be taken upon detection of intrusions into and attacks againg DoD systems and networks.
This should include promulgating cleer guidance regarding monitoring of sysems under DoD
control and the use of warning banners on these systems.

The SECDEF/DEPSECDEF should dso task the Generd Counsel to propose legidation,
regulation, or executive orders as may be needed to make clear the DoD role in defending non-
DoD systems. This should specificaly address the need for changes to the Computer Security
Act, the capture of information on unidentified intruders (issue of intelligence collection on U.S.
persons), the authority to conduct “hot pursuit” of intruders, and the ability to obtain reports from
the operators of criticd dements of the civil infrastructure,

The findings and recommendations developed by the Generd Counsdl should be provided to the
Presdent's Commission to ad in their ddiberation of the legidative and policy initiatives
required for the protection of the critica infrastructures.

6.12 PARTICIPATE FULLY IN CRITICAL INFRASTRUCTURE PROTECTION

Exhibits 6-12-1 through 6-12-4 indicate the Task Force recommendations regarding what DoD
should offer to, advocate to, request from, and suggest to the President’s Commission. Exhibit
6-12-1 suggests what capabilities DoD might offer to the Commisson and the nation in support

of criticd infragtructure protection. The Department should think through and propose to the
Commission appropriate nationd defense response and retaiation cgpabilities in the event of an
information warfare atack on the criticd civil infrastructures, understanding that Defense is not
the sole dement in responding to threats to the nationa security.
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Action: Offer DoD capabilities to the President’'s Commission
(USD(P) and ASD(C3l)):
- Improve private-sector defenses
« Transfer R&D, share standards and purchasing power

« Loan technical and operational expertise to civil agencies and private
sector

- Provide W&TA to private sector
« Supplement and back up law enforcement and private sector
capabilities
« Use IW&TA center as test bed for applicable private-sector techniques
- Restore service to critical infrastructures
« Use Federal Response Plan as a model
+ Explore use of Defense MEIl and stand-by contracts
« Use DOD 911 Ops Center to back up private sector capabilities
« Plan for effective reaction and restoration
- Response/Retaliation/Deterrence
« Propose DoD responsibilities

Exhibit 6-12-. Participate Fully in Critical Infrastructure Protection

Exhibit 6-12-2 suggests what DoD interests should be advocated before the Commission. The
information-age war powers for the Presdent are suggested in light of the outdated nature of
Section 706 of the Communications Act of 1934. This Act is the bass for Federd intervention
in assuring the operation of the telecommunications infrastructure. Critical  infrastructure
assurance gods can be articulated in a generd fashion, but should be eventualy based on the
infrastructure dependency assessments discussed earlier in the report.

Action: Advocate DoD interests to the President’s Commission
(USD(P) and ASD(C3I)):
— Continued clarity of responsibilities of the Commander-in-Chief and
SECDEF in any policy proposed by the President’'s Commission
- Information-age war powers for the President (draft necessary legislation)
— Critical infrastructure assurance goals

Exhibit 6-12-2. Participate Fully in Critical Infrastructure Protection
(Continued)

In addition, there are many internationa aspects of information warfare that must be addressed as
the U.S. formulates a defensive information warfare dtrategy that will guide DoD operations. For
example:

o« Wha internationa regimes currently address defensve informaion warfare, and, if
none, what regimes should be cregted to address defensve information warfare?

« Wha agreements must be in place to effectively ded with the threat if
protect/detect/react capabilities require such activities as countermeasures, tunneling
through other nation’s infragtructures, active monitoring, €tc.?

o What information warfare actions condtitute an act of war?
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e How should IW-D concerns be addressed by country teams, defense attaches, and other
diplomats. What effect does status of forces agreements have on IW-D drategies?

e Will the U.S. share IW-D technology (smilar to Presdent Reagan’s proposa of shared
SDI)?

e Will there be vilification of certain types of IW atacks (i.e, agang hedth sysems)?

e Wha are the criticad interdependencies with other nations infragtructures (i.e., European
finencd systems)?

e Isit posshle to coordinate criss management for information systems of globd
importance?

Exhibit 6-12-3 shows what DoD needs from the President’s Commission.

Action: Request the President’s Commission provide DoD
(USD(P) and ASD(C3I)):
- Essential critical infrastructure protection
- A national-level IW-D structure to include organization and procedures for:
« IW&TA center, “911" Operations Center, “411” Planning and Coordination Center

- Coordinated infrastructure design theory, research, principles, and guidelines

- Incentives and indemnity for private sector participation in IW-D

- Mechanism to adjudicate the conflicting IW-D equities

- Consolidation of continuity of government, emergency, and information warfare
- defense planning

- Authority for DoD, law enforcement, and intelligence agencies to conduct
efficient coordinated monitoring of attacks on the critical civilian information
infrastructure  (without knowing the nationality or location of attackers)
(previously discussed under “Resolve the legal issues™)

- Procedures for DoD to provide assistance to elements of the critical civilian
information infrastructure when these elements are attacked (previously
discussed under “Resolve the legal issues”)

Exhibit 6-12-3. Participate Fully in Critical Infrastructure Protection
(Continued)

Recognizing the difficulty of defining an gppropriate role for the government and the private
sector in critica infrastructure protection, the Task Force offers these suggested roles which DoD
could provide to the Commission. These suggestions are based on input to and deliberations by
the Task Force and individua pands of the Task Force. Exhibit 6-12-4 suggests such roles.
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Action: Suggest /W-D roles for government and the private sector
to the President’s Commission (USD(P) and ASD(C3I)):
- Government

. Legislate as necessary
« Regulate through

- Establishing infrastructure assurance goals

- Promulgating best practices

- Certifying the certifiers

+ Preparedness assessments (“due diligence’)

« Motivate with

- Regulatory relief

- Tax incentives

- Indemnification for assurance

- Government (Continued)
. Facilitate
- Awareness (Informed self-protection, not government sponsored solutions)
Dialogue among stakeholders

Sharing of sensitive information
« Threats, vulnerabilities, fixes, tools, techniques, intrusions

The “common defense”
+ Research, advice, training, back-up support, registry of knowledgeable personnel
- Disaster assistance

. Make use of government and private sector capabilities
- DoD and other government emergency response teams

- Commercial emergency response/disaster recovery/business continuity capability in
each affinity group

- Information protection practices (‘fire brigades”)
- Private Sector
« Operate and maintain infrastructures
« Invest in infrastructures and infrastructure protection
. Share sensitive information within private sector and with government

Exhibit 6-12-4. Participate Fully in Critical Infrastructure Protection
(Continued)
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The NSTAC Model for Government-Industry Cooperation

e Establish necessary programs (e.g., GETS, NTMS, TSPS, CPAS)

* Share sensitive information (e.g., NSIES)

e Exchange general information (e.g, R&D exchange)

* Review/generate requirements for security stds (e.g., NSSOG, SLG)

* Conduct risk assessments (e.g., PSN, Electric Power, Finance,
Transportation)

» Participate in games and exercises (‘The day after.., natural
disaster exercises, Global games)

* Enhance awareness of vulnerabilitiesithreats (Outreach activities)

e Develop principles/standards for products/services (NITF ISSB)

e Coordinate crises operations (NCC)

Exhibit 6-12-5. Participate Fully in Critical Infrastructure Protection
(Continued)

The NSTAC modd shown in Exhibit 6-12-6 could serve as a modd for refining the roles of
government and industry as suggested here. Sengtive information includes threats,
vulnerabilities, intrusons and other incidents, fixes to vulnerabilities, etc.

Exhibit 6-12-6 suggests a modd as a sarting point for refining the government and private sector
roles.

Public National
Personal Business  Infrastructure Government Security
I ncompetent 0 0 0 G G
Hacker 0 0 0 G G
Diggruntled  Employee 0 0 0 G G
Crook 0 0 0 G G
Organized Crime 0/G 0lG OlG G G
Politic  Disident 0 0 0 G G
Terrorist Group 0/G 0/G 0lG G G
Fordgn  Espionage 0/G 0/G 0/G G G
Tactical Countermeasures 0/G OIG G G
Orchesrated  Tactical |W 0/G 0/G G G
Major Strategic Disruption of US - - - G G
0 = Owner Responsibility
O/G = Owner Responsibility to secure, Government surveillance
G = Government responsibility to surveil and secure

Exhibit 6-12-6. Possible IW Target Protection Responsibilities
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This exhibit provides another view of how the government and private-sector roles might be
defined. It also provides the Task Force view of how target protection responshilities might be
assgned. The exhibit is not intended to be authoritative, but to provide a congruct for discussion
of the roles of the government and the private sector.

Some aress are exclusvey the respongbility of the owner, while others are exclusvely the
respongbility of government. It is in the areas of shared responghility between the owner and
the government where much work must be done to define levels of responghility.

6.13 PROVIDE THE RESOURCES

Resources mugt be provided if a viable defensive information warfare capability is to be
achieved. The need has been recognized in part since an INFOSEC specid budget issue has been
submitted each of the past 3 years. The Task Force has developed a rough estimate of the
resources required to get started. The Department must make a detailed estimate. The resource
estimates are for resources in addition to those reflected in the proposed FY 97 budget, so some
reprogramming actions will be required for FY 97.

The Task Force recommends that the ASD(C3l) develop a detailed plan of action to implement
the recommendations and a detailed estimate of the resource required.

« INFOSEC “special budget issue” written past 3 years
« Rough “get started” estimates provided -
detailed estimates required
« Requires
- Reprogramming FY97
- Programming FY98 and beyond

ACTION:

- Develop a plan and associated budget beginning in FY 97 to
obtain needed IW-D capability (ASD(C3l) lead) (duplicated
from 1. Designate an accountable IW focal point)

Exhibit 6-13-1. Provide the Resources

Exhibit 6-13-2 shows the estimated resources to implement the key recommendations. These are
the very rough estimated resources to implement the key recommendations. The Task Force
reviewed dl of the individud recommendations categorized under the key recommendations and
esimated to $5 million granularity what the implementation costs might be. The figures are the
totals of the individud recommendations for each key recommendation. These resources ae in
addition to the current Information Systems Security Program and other distributed information
security costs which in the aggregete total about $1.6 billion annualy. The Department should
perform a more detalled cost estimate.
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Major Recommendations FYy 97 FY 98 FY 99 FY 00 FY 01 Totals
1. Designate IW focal point/staff 5 5 5 5 5 25
2. Organize for IW-D 150 225 215 185 180 965

a. |I&W/TA Center 45 60 60 35 30 230

b. IW-D Operations Center 35 60 60 60 60 275

c. Planning & Coordination Ctr 5 10 10 10 10 45

d. Joint Arch/Design Office 25 45 55 50 50 225

e. Red Team & Ind. Assessments 40 50 50 50 50 240

3. Increase awareness 35 65 85 135 135 455
4. Assess infra. depend’s & vuln’s 45 45 90
5. Define threat cond’s/responses Existing
6. Assess IW-D readiness 10 5 15
7. “Raise the bar,” ... access control 70 90 10 10 10 190
8. Establish and maintain MEII 25 50 100 100 100 375
9. Focus the R&D 60 75 125 160 160 580
10. Staff for success 35 65 55 50 50 255
11. Resolve the legal issues Existing
12. Participate fully in CIP Existing
13. Provide the resources Existing
Totals 435 625 615 665 660 3010

* Dollars in Millions

Exhibit 6-13-2. Get Started Resources




SECTION 7

SUMMARY

In summary, the Depatment mudt tie severd factors together, as shown in Exhibit 7-.

6. Assess : SaFacus

e IwW.D 2d. Design the R&D /
12. Participate Readlness for IW-D
Fully in CIP
1 Designate
Focal Point 7. Raise
Assessments :
|Deter Attackl { Deslgn I Protect | VerlfVI —" the Bar
13. Provide the ‘/—{\\
k Resources ‘ / "'
» AN
ﬁ \\ Indlcatlons

5. Establish & waming/

Threat Assessment } N
Threat Conditions: "f%)
and Responses ¢ - '
6 7/
. |
N[ Tactical Damage Gontral/ | [ Attack N\ ]
e Wwarning Restora B| Assessment Establish a

Mhenior,Detoct,Roport)

11. Resolve the
Legal Issues

2. Organize for IW-D

3. Increase A NWLTA e 10 Saf for
b 911 Ct 4. Assess Success
Awareness -411 Ctr 6. Assess IW-D Infrastructure
c.411_Ctr X X
4 1t Arch/DesignOffice Readiness Dependencies and

Vulnerabilities

e. Red Team

Exhibit 7-1. Tie It Together

And the Department mugt dat immediady, as shown in Exhibit 7-2. Although dl the
recommendations are important, the check marks indicate where the Task Force bdieves
immediate action will jump-dat the process of getting a handle on this chdlenge Agan, as
pointed out earlier, the DB has cdled for action on these maters in each of the past 3 years




v 1

2.

LKL

n

12.

v 3

Designate an accountable IW focal point
Organize for IW-D
Increase awareness

. Assess infrastructure dependencies and vulnerabilities

3
4
5. Define threat conditions and responses
6.
7
8
9

Assess IW-D readiness

. “Raise the bar” (with high-payoff, low-cost items)

. Establish a minimum essential information infrastructure
. Focus the R&D

10.

Staff for success

Resolve the legal issues

Participate fully in critical infrastructure protection
Provide the resources

Do it now!
(DSB has been saying this for 3 years!)

Exhibit 7-2. And Start Immediately!
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APPENDICES

Appendices are provided as background and resource information. They do not represent a
consensus view of the Task Force and recommendations contained in the Appendices are not
Task Force recommendations to the Department. Some of the appendices were used in part as

input to the main body of this report. Other gppendices are provided because they contain useful
information for further discussion of matters addressed in the main body of the report.






APPENDIX A

THREAT ASSESSMENT

A.l1 THE REALITY OF THE PROBLEM

Advances in the information infrastructure and the growing dependence of the economy and
government itsdf on that infrastructure raise questions about its security. These questions are not
new. In 1990 National Academy of Sciences, Computer Science and Telecommunications Board's
(CSTB) report, Computers at Risk: Safe Computing in the Information Age, began by observing:
“We are a risk. Increasingly, America depends on computers. They control power delivery,
communications, aviation, and financid sarvices They are used to Sore vitd information, from
medica records to business plans to crimind records. Although we trust them, they are
vunerable-to the effects of poor design and insufficient qudity control, to accident, and perhaps
most darmingly, to deliberate attack. The modern thief can sted more with a computer than with a
gun. Tomorrow's terrorist may be able to do more damage with a keyboard than with a bomb.”

In 1989, another CSTB report, Growing Vulnerability of the Public Swvitched Network, sponsored
by the Nationd Communications System, cautioned that: “Virtudly every segment of the nation
depends on rdiable communications ... . The committee, after careful study, has concluded that a
serious threat to communications infragtructure is developing. Public communications networks
are becoming increasngly vulnerable to widespread damage from naura, accidentd, capricious,
or hogtile agents.”

Since those reports were written, use of networks and network-related systems has grown in the
economy & large and in the government in particular. Within the government, Department of
Defense (DoD) dependence on information systems and infrastructure has grown. This growing
dependence is giving rise to heightened concern about the vulnerability to eectronic threats of
the Defense Information Infrastructure (DII) as well as the nationad and globa information
infrastructures (NIl & GlII) to which it is inextricadly linked (notwithstanding intentiondly
Sseparate components). Additional government computer and communications network
vulnerability may come from the growing use of commercid off-the-shdf (COTS) systems. For
example, COTS congtitutes over 90 percent of the information systems procured by DoD.
Additiondly, government procures over 95 percent of its domestic telecommunications network
sarvices from U.S. commercid carriers. These numbers are at levels that underscore the inherent
linkage between defense, commercid, and civilian security concerns. Condder the following
examples as additiond input:

A-l



US Dependence on Information Systems

e Industry increasingly reliant on communications infrastructures

- Internet presence as of May 1994 (Internet info as quoted in the Computer Security Journal,
Fall 1995

As 21 sample: Exxon had 261 registered networks, GTE had 228 registered networks; Boeing had 139
registered networks; Motorola had 137 registered networks, Martin Marietta had 62 registered networks;
Lockheed had 62 registered networks
-- “The number of users who have access to the Internet within companies is
growing at a rate of 10% every six months.” EDP Weekly, by Computer Age, 6 Nov 95,
p 4

+ Governmental Structure of the US dependent on a tenuoudy

secured communications infrastructure
-- One switch handles al federal funds transfers and transactions

o DoD information infrastructure is enmeshed
-- with other Governmental structures and industry and private citizens

through shared resources of the electrical grid, telecommunications, and the
Internet

Trends

o On line services are a $9.69 industry growing at 100% CGR

- Address by Michael A. Braun, President and CEO of Kaleida Labs, Mulimedia 94.30 July 1994
« US Financial Institutions
- transfer more then $1 tillion evay day via computer
- Federd Reserve System handles more than 24,000 wiretransfers per day
- Pittsburg City Paper, Vol 4, No. 34. August 24-30,1994. pp 8-9
Intel Chairman Andy Grove predicts that by the end of this
decade, PC sales will surpass 100 million units worldwide - more
than sales of cars or TVs.
- Egil Juliussen, “Small Computers.” IEEE Spectrum January 1995, p. 44
« By 1993,32.7% of US households had a personal computer
- Marvin Sirbu, CMU
« 12 million copies of Microsoft Office have been distributed

wdrldwide as of December 1995
- Microsoft Corporation Annual Report, 1995

A2 ASSESSMENT OF THE THREAT

In today’s information intensve environment, the information warfare threst can come in many
forms. The chdlenge in evauating that threat, and the appropriate level of protection or
response, has been in sorting out the actud from the perceived, and determining the potentia for
future developments. In order to adequately assess this threat, the Task Force divided the subject
into three categories.

. Wha is known--the vdidated threst.
. What is suspected-trends, indications, and the assessment process.
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e« Wha is unknown-potential events based on existing capabilities.

These threats to the Nationa and Defense Information Infrastructures vary greetly in terms of
intent, sophigtication, technicd means, and potentid impact. The threats can be categorized into
the following groups

o Incompetent, inquistive or unintentiona blunderer; mischief makers and pranksers.

o Hackers driven by technicd chdlenge.

» Diggruntled employee, unhagppy customer intent on seeking revenge for some perceived

wrong.

A crook interested in persond financid gain or seding services.

Mgor organized crime operation interested in financid gain or in covering ther crimes.

Individuad political dissdent atempting to draw attention to a cause.

Organized terrorist group or nation date trying to influence U.S. policy by isolated

attacks.

« Foreign espionage agents seeking to exploit information for economic, politica, or
military intelligence purposes.

o Tacticd countermeasure intended to disrupt specific U.S. military wegpon or command
System.

« Multi-faceted tactical IW capability applied in a broad orchestrated manner to disrupt
mgor U.S. military misson.

o Large organized group or mgor nation-date intent on overthrowing the U.S. by crippling
the Nationd Information Infrastructure.

Based on vdidated incidents, some of these threats clearly exist today. Others are less certain,

, but can be estimated based on available technology and andysis of continuing trends in

development. An edimate of the likelihood for each of these threat categories is shown below.

IW Threat Edimate

Existence
Validated Likely but Likely by Beyond
Existence not Validated 2005 2005

Incompetent w

Hacker w / ////////// /// / ////////////
Disgruntled Employee W //////////////// %///////////////////////
Crook w / //////// / // / //%/// /

Organized Crime L

Politic.al Dissident - ////// w //////

| Fareign Esnionage L ey // .
Tactical Countermeasures WO % AAAAAAAAAAAAAAA // ///////// //
Orchestrated Tactical IW %

Major Strategic Disruption of U.S.

W = Widegpread; L = Limited
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The information throughout this Appendix was compiled from unclassfied sources and briefings
received by the DSB from subject matter experts within the Department of Defense, and
throughout the civilian sector.

A3 THE VALIDATED THREAT

IW-related incidents date back to the mid 1980s with the growth of persona computers on a
worldwide scae.

IW-Related Incidents

« Hanover Hackers. late 1980s
+ Software time bombs in Public Network switches in

Denver, Atlanta, and New Jersey. mid-l 989
« Dutch teenagers intrusion into Pentagon computers

during the Gulf War. Nov 1991
+» Rome Labs INTERNET intrusions. Apr 1994
« Organized crime attack on Citibank. Aug 1994
« INTERNET Liberation Front: 22-man group;

4 currently indicted. Dec 1994
« Numerous other hackers apprehended and awaiting

prosecution (e.g. Mitnick, Poulsen). Ongoing

+ Sniffer programs found on all major INTERNET providers.
« MCI Communications switch penetrations.

« USAF Captain hacks into U.S. Atlantic Fleet ship
computers as a test of system vulnerability. Sep 1995

There Really Is A Smoking Gun

The wel known case involving the Hanover Hackers is one of the first recorded incidents and is
consdered to be an example of hacker activity performed for the chalenge of gaining entry into
someone dse's sysem--without malicious intent.

Although most Public Network (PN) attacks are amed a accessng other systems, or avoiding
toll charges, the software time bomb attacks indicate that denid of service was the objective.l
(Note: References are at Attachment 1 to this Appendix). In the case involving Dutch teenagers,
sengtive information related to U.S. war operations during Desert Storm was modified or copied.
Access techniques used in this case included INTERNET and other networks.2 The Rome Labs
incident is another highly publicized case which eventudly reveded that over 150 INTERNET
intrusions had occurred between 23 March and 16 April 1994. The intrusons were
accomplished by a 16-year old British hacker and an unknown accomplice. Severa research
programs and systems were compromised through the use of Trojan Horses and Network
Sniffers. The individud was eventudly gpprehended by Scotland Yard, and is awaiting
prosecution.3

In the 1994 atack on Citibank, an internationd crime group used the eectronic trandfer system
and the internationa phone network to gain access and transfer approximately $12M 1o their own
accounts. Prosecution of individuas apprehended in Russa and several European countries is
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pending a this time4 In December 1994, a group known as the INTERNET Liberation Front
was charged with stedling phone net data, performing INTERNET attacks for money, and
development of highly sophidticated attack tools. Numerous phone, information service, and
INTERNET providers were attacked, including some government systems. There was aso a
subgtantid international component to their activity based on membership involving a least eght
countriesS The MCI incident involved an engineer who eectronicaly collected 60,000 cdling
card numbers and sold them to an internationd crime ring. To accomplish this task, the
individua penetrated several barriers which could have shut down the switch for a prolonged
period.6

A find example is a case involving a programmed test of dectronic sysems vulnerabilities. An
Air Force hacker remotdly entered the command and control system of a ship a seg, through use
of a standard computer, INTERNET connection, and the E-mail syssem onboard the ship.
Access included ship navigationa control systems which could have effected ship performance
or response to guidance commands.’

The cases liged here are certainly not an dl-inclusve list. They do support an darming trend
toward widespread vulnerability on a case by case bass. The mgor concern involves what the
potential outcome would be if these types of attacks were coordinated to occur smultaneoudy, or
if the tools and techniques used were gpplied with a more subversve intent.

A.4 THE SUSPECTED THREAT -- AND THE ASSESSMENT PROCESS

In order to more clearly identify the suspected threet, the Task Force consdered a variety of
sources for andyticd support, and paid particular attention to some of the more detailed threat
and vulnerability assessments accomplished within the last year.

The Defense Information Systems Agency (DISA) conducted an extensve vulnerability

assessment of government network systems in 1994 and 1995. A summary of the DISA focus,
and findings is shown belows:

IW Assessments - DISA Report

(Developing the Information Warfare Defense: A DISA Perspective, Dec 1995)

Focus:

. DISA ability to support defensive information warfare (DIW)
initiatives.

. Assessment of vulnerabilities.

Findings:

. DISA is organized to effectively support DIW initiatives, but lacks
personnel and funding in many key areas.

. It is estimated that DoD is attacked about 250,000 times per year,
but only 1 in 500 attacks are detected and reported.

- DISA assessment verified that less than 5% of all attacks are
ever detected, and of those, less than 3% are reported.

- Most damaging attacks come from insiders, but hacker tools
commonly available on the Internet are capable of intruding on
a majority of DoD systems.

A-5



the Secretary of Defense; the secretaries of the military services, and the Director, Defense
Information Systems Agency.

The report concludes that there are sgnificant risks based on these findings:

o Defense cannot locate or ddiver supplies promptly without properly functioning
inventory and logigics sysems.

+ Defense rdlies heavily on computer technology-- especidly a network of smulaors that
emulate complex battle Stuations--to tran saff.

o It isimpossble to pay, assign, move, or track people without globaly networked
information  systems.

« Defense cannot control codts, pay vendors, let or track contracts, dlocate or release funds,
or report on activities without automation.

o Defense sysems handle hillions of dollars in financid transactions for pay, contract
relmbursement, and economic commerce.

According to the FBI and Defense Invedtigative Service (DIS), high technology and defense-
rdaed indudries reman the primary targets of foreign economic inteligence collection
operations. This finding continues a trend reported in the 1995 Annual Report. The mog likdy
industry targets of economic espionage and other collection activities during the past year include
the following areas, most of which are incduded on the 1996 Military Criticd Technology List
(MCTL): 10

Advanced materids and coatings
Advanced trangportation and engine technology
Aeronautics sysems

Aerospace

Armaments and energetic maerids
Biotechnology

Chemicd and biologicd sysems
Computer software and hardware
Defense and armaments  technology
Directed and kinetic energy systems
Electronics

Energy research

Guidance, navigation, and vehicle control
Information systems

Information warfare

Manufacturing processes

Marine sysems

Materids

Nuclear systems

Semiconductors

Sensors and lasers
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o  Signature control

. Space systems

e  Tedecommunications

o Weapons effects and countermeasures.

According to a DIS summary of suspicious contacts reported in FY95, entities associated with 26
foreign countries displayed an interest in 16 of 18 technology categories listed in the new MCTL.
The U.S. condders dl of the above indudtries to be Strategicaly important because they produce
classfied products for the government, produce dud-use technology used in both the public and
private sectors, or are responsible for the leading-edge technologies required to maintain U.S.
economic security .

FBI Director Freeh provided the following five examples of foreign targeting activities in his 28
February 1996 statement before the Senate Judiciary and Intelligence Committees.

o One foreign government controlled corporation targeted U.S. proprietary business
documents and information from U.S. tdecommunications competitors.

o Another foreign competitor acquired the technica specifications from a U.S. automotive
manufacturer.

« Inviolation of U.S. export laws, a foreign company attempted to acquire a U.S.
company’s redtricted radar technology.

o Severa U.S. companies reported the targeting and acquisition of proprietary
biotechnology  information.

e One U.S company reported the foreign theft of its manufacturing technology regarding
its microprocessors.

Types of U.S. government economic inforrnation-pre-publication or unpublished “ingder”
data-of specid interest to governments and intelligence sarvices indude10

o Bid proposals

+ Economic, trade, and financid agreements

o Enegy policies

o Marketing plans

o Price dructuring

« Proposad legidation affecting the profitability of foreign firms operating in the U.S.
o Tax and other monetary policies

o Technology transfer and munitions control regulaions

o Trade developments.

Three additiond case studies were reviewed by the Task Force involving a southeast U.S. port
city, a ral traffic control center, and a 1996 Federd Aviation Adminigration (FAA) vulnerability
assessment. A summary of the findings
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The result of this report was an increased awareness of a growing problem, but the initid actions
were primarily focused on security awareness training, and incressed training for Loca Area
Network (LAN) managers. Indications from DISA are that numbers of reported attacks remain at
sngle digit percentage levels, and the problem continues to grow.

At the request of Congress, the Genera Accounting Office (GAO) conducted an assessment,
with the report published in June, 1996. A summary of the GAO focus, findings, and
recommendations is shown beow?®:

IW Assessments - GAO Report

(Information Security: Computer Attacks at Department of Defense Pose Increasing Risks, 22 June '96)

Focus:
« Potential for further damage to DoD computer systems.
« Challenges DoD faces in securing sensitive information on its computer systems.

Findings:

« DoD reliess on a complex information infrastructure to design weapons, identify and
track enemy targets, pay soldiers, mobilize reservists, and manage supplies.

« Use of the Internet to enhance communication and information sharing has increased
DoD exposure to attack.

« DoD information is unclassified, but it is sensitive, and should be protected.

« DISA estimates that DoD is attacked about 250,000 times per year, but only 1 in 500
attacks are detected and reported.

« Attackers have stolen, modified, and destroyed data and software, disabled protection
systems, and shut down entire systems and networks.

« Security breaches cost DoD hundreds of millions of dollars annually, and pose a risk to
national security, yet CERT teams are inadequately staffed, limiting response capability.

« Policy and training regarding computer security and network management are greatly
outdated. There is no uniform policy for assessing risks, protecting systems,
responding to incidents, or assessing damage.

(Continued on next slide)
Recommendations:

+ Develop departmentwide policies for preventing, detecting, and responding to
attacks, mandating the following:

- Report all security incidents within the Department.
- Perform risk assessments routinely.
- Correct vulnerabilities and deficiencies expeditiously.

- Expeditiously assess damage from intrusions to insure integrity of data and
systems compromised.

+ Require military services and Defense agencies to use training and other
mechanisms to increase awareness and accountability.

+ Require trained information system security officers at all installations.

+ Continue developing and cost-effectively using departmentwide network
monitoring and protection technologies.

« Evaluate the incident response capabilities within DISA, the military services, and
the Defense agencies to ensure that they are sufficient to handle the projected
threat.

« The Secretary should assign clear responsibility and accountability within OSD,
the military services, and Defense agencies for ensuring the successful
implementation of this computer security program.

Reaults of this report have been forwarded to the Senate Armed Services Committee and House
Committee on Nationd Security; the Senate Committee on Appropriations, Subcommittee on
Defense, and the House Committee on Appropriations, Subcommittee on Nationd Security; the
Senate Sdect Committee on Intelligence and the Permanent Sdect Committee on Intelligence;
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« Port City Assessment:

- lIdentified single point of failure for instrastructures supporting
military mobilization and deployment
« Rail Traffic Control Center Assessment:
- Central control switching facility for east coast rail traffic.

- Potential contributor to problems resulting in fatal Maryland
rail collision of AMTRAC and MARC trains in fall of 1995.

. FAA Assessment:

- Not vulnerable today due to antiquated systems, limited
networking, and proprietary software.

- Upgrades will lead to vulnerabilities due to widespread use
of COTS technologies and increased networking.

Detalls of the assessment which could impact deployment of units and follow-on forces which
rely on trangport out of the port termina region are provided in Reference 13. Investigation of
the AMTRAK - MARC collison indicated human error, but vulnerabilities were detected in the
control center, making it a potentid sngle point of falure for exploitation. The FAA
assessment, provided in briefing form to the Task Force in Jun