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1 Executive Summary

The Automatic Test Systems (ATS) Research and Development (R&D) Integrated Product Team (IPT) (ARI) was charged with defining, recommending, and developing technologies that can be utilized in an ATS Framework that will promote interoperability, scalability, supportability, and reduce overall costs associated with new system acquisition, as well as legacy systems.  The ARI was directed to address four primary goals of the ATS Executive Directorate (ED), which are interoperability, cost reduction, quality of test, and reduced logistic footprint.  The ARI developed the initial ATS Framework to meet these goals.  A Framework Working Group has been created to further define the Framework and identify standards that meet the key elements in the Framework.  
Periodically, the Framework Working Group reviews the existing recommended Framework for completeness, deficiencies, new requirements, and new policy and procedure requirements.  Since the last review, additional Department of Defense (DoD) policies, procedures, requirements, and initiatives have been introduced within the DoD community, as well as the ATS community.  In addition, as a result of recent advancements in information and hardware technologies, the Framework Working Group believes that it needs to address all aspects of the TPS, UUT, and ATE environments.  Examples of new emerging technologies are net-centric capabilities and Condition Based Maintenance.  

Net-centric Warfare is the realization of a networked environment. The foundation for net-centricity is the Department’s Global Information Grid (GIG).  The Framework Working Group has reviewed the GIG requirements and the GIG Enterprise Services (GES).  The GES is a high-priority, transformational initiative that provides a common set of net-centric, interoperable information capabilities across the GIG. The Framework Working Group recommends these requirements be addressed in the ATS roadmap via the key element definitions and the key element criteria of the ATS Framework.
Condition-based Maintenance Plus (CBM+) has been developed by the DoD as part of the six Future Logistics Enterprise (FLE) initiatives.  The CBM+ focus includes new acquisition and, where cost effective, legacy weapon systems that are maintained in the DoD and commercial sector.  The ultimate intent of the initiative is to increase operational availability and readiness throughout the weapon system life cycle at a reduced cost.  Many of the current maintenance processes in effect today rely on time or operational intervals for servicing, but fail to address specific equipment conditions that could enable maintenance, based upon evidence of need.  The Framework Working Group has reviewed these initiatives and recommends that the ATS Framework roadmap address these initiatives via the key element definitions and criteria. 

The ARI originally identified approximately twenty-five key elements to be contained in the Framework, of which some have been fulfilled. "Fulfilled" means that there are commercial products or standards that are available and accomplish the defined objectives and criteria of the recommended key elements. Elements are defined as interfaces, components, data formats, and rules.  

This document has been assembled to report the current status of the Framework key elements as well as present a roadmap to address the key elements, which have not been completed.  As a result of compiling this status, new critical elements may be introduced or deleted from the Framework.

The Framework Working Group will coordinate and solicit input from the following activities:

1. Automatic Test Markup Language (ATML) 

2. Common Test Interface (CTI) Working Group (CTIWG)

3. NDIA 

4. IEEE SCC20

5. Interchangeable Virtual Instruments (IVI)

6. Condition Based Maintenance Plus (CBM+)

7. OSA-CBM

8. DoD Architecture Framework

9. Integrated and Embedded Diagnostic SBIR

10. ATML SBIR

11. Resource Adapter Interface (RAI) SBIR

12. Test and Diagnostics Consortium (TDC)

13. Federal Enterprise Architecture

14. SmartTPS

15. DoD Policy and Procedure (presented in Section 2 of this document)

16. ATS Management Board (AMB)

The Framework Working Group will be responsible for the advancement of the ATS Framework according to the new DoD policies and procedures.  This working group will also be responsible for the preparation and submission of the new formal specifications required to advance the Framework to the appropriate governing bodies.  Furthermore, when specification(s) reach the emerging stage, this working group will be responsible for submitting the specification(s) for approval to the DoD Information Technology (IT) Standards and Profile Registry (DISR).

The DISR replaces the Joint Technical Architecture (JTA), in accordance with “DoD Directive 4630.5, Interoperability and Supportability of IT and National Security Systems (NSS), May 5, 2004”.  The DISR is a DoD repository for approved IT and National Security Systems (NSS) standards, and a registry for approved DoD IT profiles and Interface Specifications.  The DISR is focused on the interoperability and standardization of IT and support of net-centric operation and warfare.   
The Framework Working Group will place a high priority on the development of the Adapter Functional and Parametric (AFP), Instrument Functional and Parametric (IFP), Switch Functional and Parametric (SFP), Resource Adapter Interface (RAI), Diagnostics Data (DIAD), and Diagnostic Services (DIAS) key elements.  The Framework Working Group believes a high priority should be placed on these key elements to further advance the Framework as a result of recent advancements in software and hardware ATS technologies.  The Framework Working Group is proposing the highest priority item to be the AFP key element, followed by SFP, and IFP respectively.  The Framework Working Group will investigate the information model that was contained in "IEEE Std P1226.11; Standard for A Broad-Based Environment for Test (ABBET™) Test Resource Information Model (TRIM) Draft 4.2 23 October 1998".  This document is outdated and there is a need to determine if it is pertinent to today's requirements (e.g. Virtual and Synthetic Instruments, Common Test Interface).  The RAI, DIAD, and DIAS key elements are currently being addressed as part of SBIR and COSSI programs.  The Framework Working Group is participating in these programs and providing guidance to accomplish its goal of providing specifications and standards for these key elements.

2 Governing Policies and Procedures 

Below are the policies and procedures that impact the ATS Framework being defined in this Roadmap.  For more information, click on the title of each policy.

2.1 DoD Net-Centric Data Strategy
Net-centricity is the realization of a networked environment, including infrastructure, systems, processes, and people, that enables a completely different approach to warfighting and business operations. 

2.2 Global Information Grid (GIG)
The GIG is the globally interconnected, end-to-end set of information capabilities, associated processes, and personnel for collecting, processing, storing, disseminating, and managing information on demand to warfighters, policy makers, and support personnel.  

2.3 GIG Enterprise Services (GES)
GES is a high-priority, transformational initiative that provides a common set of net-centric, interoperable information capabilities across the Global Information Grid. 

2.4 Force-centric Logistics (FLE)
The FLE is DoD's strategic vision to accelerate logistics improvement to enhance support to the warfighter.  Each of the following sub-sections contain web links to the complete documents that provide the policy for the sub-elements of FLE.  

2.4.1 Supply Chain Integration/Transportation Policy

End-to-End Customer Support 
2.4.2 Supply Chain Integration 

Executive Agents 

2.4.3 Logistics Systems Management


Enterprise Integration 

2.4.4 Maintenance Policy, Programs & Resources


Depot Maintenance Partnerships 

2.4.5 Logistics Plans & Programs 


Total Life Cycle Systems Management 

2.4.6 Maintenance Policy, Programs & Resources


Condition Based Maintenance
2.5 DoD Architecture Framework
The DoD Architecture Framework (DoDAF) defines an approach for Architecture description development, presentation, and integration for both warfighting and Business operations. 

2.5.1 Policy and Legislation referenced in the DoD Architecture Framework

2.5.1.1 Clinger-Cohen Act of 1996 

The Clinger-Cohen Act of 1996 establishes the role of Chief Information Officers in the government, and forms the interagency Chief Information Officers' Council. The intent of the Act is to improve government performance through the effective application of information technology.

2.5.1.2 OMB Circular A-130

This Circular establishes policy for the management of Federal information resources. OMB includes procedural and analytic guidelines for implementing specific aspects of these policies as appendices.

2.5.1.3 Federal Enterprise Architecture (FEA)
The FEA is a business-based framework for cross-agency, government-wide improvement.

2.5.1.3.1  Five Reference Models

2.5.1.3.1.1 Business Reference Model (BRM)
The BRM is a framework for describing the business operations of the Federal Government.

2.5.1.3.1.2 Performance Reference Model (PRM)

PRM identifies a common set of general performance outcomes and metrics that Agencies use to achieve much broader program goals and objectives. 

2.5.1.3.1.3 Data and Information Reference Model (DIRM) 

DIRM describes the data and information that supports program and business line operations. The model will aid in describing the types of interactions and information exchanges that occur between the Federal Government and its various customers, constituencies, and business partners. 

2.5.1.3.1.4 Application-Capability Reference Model (ARM) 

ARM identifies and classifies horizontal and vertical IT capabilities that support Federal agencies. The model will aid in recommending applications to support the reuse of business components and services across the Federal government. 

2.5.1.3.1.5 Technical Reference Model (TRM) 

TRM provides a hierarchical foundation to describe how technology is supporting the delivery of the application capability. The model outlines the technology elements that collectively support the adoption and implementation of component-based architectures. 

2.5.2 DoD Policy

2.5.2.1 DoDD 4630.5 - Interoperability and Supportability of Information Technology (IT) and National Security Systems (NSS) - Certified current as of November 21, 2003 ASD (C3I)

· Directs the use of a mission-related, outcome-based approach that considers both materiel (acquisition or procurement) and non-materiel (doctrine, organizational, training, leadership, personnel, or facilities) aspects to ensure interoperability and supportability of IT and NSS throughout the DoD. 
2.5.2.2 DoDI 4630.8 - Interoperability and Supportability of Information Technology (IT) and National Security Systems (NSS) Procedures
· Implements a process whereby IT and NSS interoperability and supportability requirements are documented, implemented, and approved to achieve an infrastructure supporting global operations.

2.5.2.3 DoDD 5100.aa - DoD Executive Agent for Information Technology Standards

· The DoD Executive Agent for IT Standards shall develop, prescribe, implement, and enforce IT standards that apply across the DoD.  The DoD Executive Agent for IT Standards shall develop and execute a clear standards management strategy and identify focused actions to achieve interoperable and net-centric enabled IT and NSS.

2.5.2.4 DoDD 5000.1 - The Defense Acquisition System - Certified current as of November 24, 2003 USD (AT&L)

· The Defense Acquisition System provides management principles, and mandatory policies and procedures, for managing all acquisition programs.

2.5.2.5 DoDI 5000.2 - The Operation of the Defense Acquisition System - May 12, 2003 USD (AT&L)

· The Operation of the Defense Acquisition System establishes a management framework for translating mission needs and technology opportunities into acquisition programs, that include weapon systems and Automated Information Systems (AISs).  It also authorizes Milestone Decision Authorities (MDAs) to tailor procedures to achieve cost, schedule, and performance goals.

2.5.2.6 DoDD 8000.1 Management of DoD Information Resources and Information Technology - Certified current as of November 21, 2003 ASD (C3I)

· Management of DoD Information Resources and IT establishes policies for DoD Information Resources Management (IRM), including IT.  It delineates authorities, duties, and responsibilities for DoD IRM activities.
2.5.2.7 DoD 8100.1, GIG Overarching Policy 

This directive implements Section 2223 of title 10, United States Code and Section 1401 of title 40, United States Code.  It establishes policy and assigns responsibilities under the Secretary of Defense Memorandum, "Implementation of Subdivision E of the Clinger-Cohen Act of 1996," June 2, 1997 for GIG configuration management, architecture, and relationships with intelligence components.

2.5.2.8 National Security Telecommunications and Information Systems Security Policy (NSTISSP) No. 11 

· The NSTISSP governs the Acquisition of Information Assurance (IA) and IA-Enabled Information Technology (IT) Products. 

2.5.3 Joint Staff Policy 

The purpose of this instruction is to establish the policies and procedures of the Joint Capabilities Integration and Development System (JCIDS). The procedures established in the JCIDS support the Chairman of the Joint Chiefs of Staff (CJCS) and the Joint Requirements Oversight Council (JROC) in identifying, assessing, and prioritizing joint military capability needs.  

2.6 DoD IT Standards Registry (DISR) 

The current form of the Joint Technical Architecture (JTA) will no longer exist.  The JTA was replaced with an online version, which will exist as a standards repository and profile registry.  

3 ATS KEY Elements

3.1 Framework Definition Procedures Guide

The ARI developed this document as a guide to define the DoD ATS Framework as maintained by the Framework Working Group.  This document covers the criteria used for the Framework elements and the steps to mandate industry standards that satisfy each element.  Further, this document provides the environment that directs and impacts the Framework.  The tasks described in this Roadmap will utilize the Framework Definition Procedures Guide to determine which elements will be incorporated into the ATS Framework.

3.2 Key Element Definitions

The ARI defined approximately 25 key elements for the ATS Framework.  The Framework Working Group used this list as an initial step in developing the Roadmap.  These elements will be individually addressed in the Specifications and Standards activities for the Key Elements.  Click here to view the element definitions.

3.3   Automatic Test Markup Language - ATML  

Several key elements are being addressed as part of the ATML effort.  ATML defines a collection of Extensible Markup Language (XML) schemas that allows ATE and test information to be exchanged in a common format adhering to the XML standard.  Click here to view the definitions of the XML schemas.  

3.3.1 ATML Tasks to be accomplished for advancement of the ATS Framework

· Develop XML Schemas for MTPSI

· Develop XML Schemas for DTIF

· Develop XML Schemas for RAI key element

· Work with ATML sub-groups to ensure schemas meet Framework requirements
4 Participation at working group meetings 

4.1 Framework Working Group 
The Framework Working Group has been working toward the definition of an ATS Framework, based on open system principles that will facilitate common implementations, which improve performance and reduce costs for the Services in weapon system support activities.  DoD policy initiatives have instructed each Service to promote the use of open systems and to reduce the proliferation of unique ATS in weapon system support.  Specifically for ATS, new acquisitions incorporate key elements in accordance with mandated standards.  The Framework Working Group has worked toward defining key element requirements.  

4.2 AMB

The ATS Executive Directorate (ED) leads the AMB in coordinating the implementation of ATS policy throughout DoD.  The AMB is a joint-service board comprised of the Service ATS Leaders from:

Army (PM-TMDE)
Air Force (WRALC/542 ATSG)
Marine Corps (MARCORSYSCOM (PM TMDE))
Navy (NAVAIRSYSCOM PMA-260)

The AMB, chaired by NAVAIR PMA-260, provides recommendations to the ATS ED on ATS matters, performs ATS analyses, and coordinates actions requested by the ATS ED. 

4.3 ATML 

ATML is a cooperative effort of automatic test industry companies and DoD representatives, which was initiated by the DoD in May 2002.  The mission of the ATML working group is to define a collection of XML schemas that allows test information to be exchanged in a common format.  The ATML working group was formed to define standards for Automatic Test System (ATS) interfaces using XML.  Working groups are being created as work progresses.  

4.4 IEEE SCC20 

The IEEE Standards Coordinating Committee 20 on Test and Diagnosis for Electronic Systems is sponsored by the IEEE Aerospace Electronic Systems Society, the IEEE Computer Society, and the IEEE Instrumentation and Measurement Society.  The IEEE approved scope of SCC20 is to provide for the management, development, and maintenance of language and interface standards supporting system-level (onboard and off board) automatic test and diagnosis.  These standards include (but are not limited to) test requirements, test programs, test procedures, diagnostic knowledge, maintenance information, and major hardware subsystem interfaces between and within Automatic Test Systems.

SCC20 consists of the following sub-committees:

· Administrative Subcommittee 

· Diagnostics & Maintenance Control Subcommittee (DMC) 

· Hardware Interfaces Subcommittee (HI) 

· Test Description Subcommittee (TD)

· Test Information Integration (TII) 
Common Test Interface (CTI) Working Group 

The primary objective of this group is to produce a specification to address the following requirements:

1. Pin Mapping

2. Scalability

3. Legacy

4. DC to Light (Parametric)

5. Reliability

6. Open Specification

7. Cost

8. Physical Characteristics

9. Switching

10. Maintainability

4.5 DoD IT Standards Registry (DISR) 

See Section 2.6
4.6 National Defense Industrial Association (NDIA)

NDIA's membership consists of members from defense and industry, and from foreign nations. Its mission is to provide a forum for the interchange of ideas between the government and industry to resolve industrial problems of joint concern. NDIA has developed working relationships with many establishments of the government, including Department of Defense.

4.7 Test and Diagnostics Consortium (TDC) 

Test and Diagnostics Consortium (TDC) is a non-profit organization that is a mutually beneficial forum for users and suppliers.  TDC consists of organizations from various industries that are involved in test and diagnostics.  Members of the Framework Working Group participate in TDC so that the TDC activities will support Framework development.  The TDC is looking into hosting the RAI and Synthetic Instruments working groups.
5  SBIR Programs with impact and input to Roadmap

5.1 Resource Adapter Interface (RAI) 

This SBIR will improve implementation of avionics testing by defining software interface(s) at the test instrument hardware and function levels.  From the ATE perspective, the RAI will allow for instrument interchangeability.  From a test program perspective, this SBIR will allow for greater independence of the test program software from the ATE test instruments.  Test programs will have the ability to identify requirements in terms of electrical signals versus instrument functions and/or commands.  
5.2 Automatic Test Markup Language

The objective for the Air Force ATML SBIR is to develop a set of definitions to represent test data using the Extensible Markup Language (XML).  There are opportunities to provide cost savings, enhance capabilities, and to streamline workflows.  This SBIR will provide innovative applications of the XML technology that can support and enhance automatic test systems, development, usage, and logistical support.
5.3 Integrated and Embedded Diagnostics 

This SBIR will support the development of the next generation of intelligent diagnostic reasoners for future avionic systems.   This includes monitoring and analysis of on-aircraft components and transferring test data to off-system test equipment.  This SBIR will develop an open system diagnostic methodology, embedded software components, real-time diagnostic components, and a development environment for an embedded diagnostic system.  An architecture will be defined that will allow for standardization of information exchange between embedded diagnostics systems and ATS; and between different maintenance levels.

6 Other programs THAT impact THE Roadmap

Below is a brief description of programs that impact the Roadmap.  For more information, click on the title of each program.

6.1 Synthetic Instruments (SI) 

Synthetic Instruments addresses hardware and software interfaces, and information exchange.  Several efforts have addressed SI goals: Stimulus Hardware Emulator (SHE); Measurement Hardware Emulator (MHE); and SI COSSI.  The Framework Working Group will participate in a Synthetic Instruments industry working group that is forming.  The Framework Working Group will be involved with the definition of standards and specifications to address the Instrument related key elements.

6.2 Smart TPS
The Smart TPS effort is a joint initiative between the NAVAIR CASS Operations Management Software (OMS) team and Boeing.  The purpose of this effort is to demonstrate network connectivity between the O-Level Squadron Servers and the I-Level CASS OMS server at the Avionics Intermediate Maintenance Detachment (AIMD).  The goal is to utilize aircraft BIT data merged with historic CASS data to improve Maintenance Turnaround time of repairables.
6.3 ARGCS ACTD
The Agile Rapid Global Combat System (ARGCS) program is an approved FY 04 to 08 Advanced Concept Technology Demonstration (ACTD).  The ARGCS ACTD includes the latest in Integrated Support Systems technology in order to establish a common, interoperable, and morphable system.  

7 Miscellaneous Organizations, Consortiums, and Working Groups

Below is a brief description of organizations that impact the Roadmap.  For more information, click on the title of each organization.

7.1 IVI
The IVI Foundation is an open consortium founded to promote specifications for programming test instruments that simplify interchangeability, provide better performance, and reduce the cost of program development and maintenance.  

7.2 CTI
The IEEE 1505 Working Group is working to advance current test interface technology.  The CTI standard is focused on development of an Open-Architecture, scalable interface standard to the Unit Under Test. 
7.3 PXI
PCI eXtensions for Instrumentation was designed to deliver a PC-based, standardized, high-performance, measurement and automation system. PXI combines the high-speed PCI bus with integrated timing and triggering to deliver a performance improvement over older architectures. 

8 Specifications and Standards activities for the Key Elements

See ARI_std_status_rv13.xls
8.1  Key Elements Priorities 

The following key elements are listed in their order of priority.  This order has been determined based upon resource considerations, and the availability of existing standards.  The Framework Working Group estimates that these key elements could be completed in FY05, if appropriate resources are provided.  The effort required to complete each element can be found in the notes tab of Section 10.

· AFP
· SFP
· IFP
· DIAD
· DIAS
· RAI
9 ATS Framework

SEE Framework_ATML_relationship_v13.ppt
10 KEY Element STATUS AND TASKING PLAN 

SEE Key_element_summary_v8.xls
The tasking plan for each key element is on the second worksheet (notes).

11 RESOURCE ASSIGNMENTS AND SCHEDULE

Resource assignments and schedule are maintained by the Framework Management Working Group.

12 APPENDIX

Governing Policies and Procedures

The following information provides background on the topics summarized in the main body of this document.

DoD Net-Centric Data Strategy

The foundation for net-centricity is the GIG. The GIG is the globally interconnected, end-to-end set of information capabilities, associated processes, and personnel for collecting, processing, storing, disseminating, and managing information on demand to warfighters, defense policymakers, and support personnel. Net-centricity supports improved military situational awareness, better access to business information, and shortened decision cycles. Users are empowered to protect assets, exploit information, use resources, and create collaborative communities.

Global Information Grid (GIG)

The GIG includes all communications, computing systems and services, software (including applications), data, security services, and other associated services necessary to achieve Information Superiority.  It also includes National Security Systems as defined in section 5142 of the Clinger-Cohen Act of 1996.  

The GIG supports all Department of Defense, National Security, and related Intelligence Community missions and functions (strategic, operational, tactical, and business), in war and in peace.  The GIG provides capabilities from all operating locations (bases, posts, camps, stations, facilities, mobile platforms, and deployed sites).  The GIG provides interfaces to coalition, allied, and non-DoD users and systems.

GIG Enterprise Services (GES)

These capabilities include on-demand access, collection, processing, storage, dissemination, and management of information to warfighters, policy-makers, and support personnel. Information producers will be able to publish their products in an environment that facilitates consumer discovery, retrieval, and utility. Information consumers will be able to publicize their information needs and then be notified when the required information becomes available.

GES enables the data goals by providing basic computing capabilities to the Enterprise. For example, GES must provide reliable identification and authorization services to assure the security of the data. In addition, users and applications exploit easy-to-use search tools and software agents that allow them to search metadata catalogs and “pull” data from across the various communities and the Enterprise. Another example of a GES capability is the DoD Metadata Registry. The DoD Metadata Registry, based on the International Organization for Standardization (ISO) 11179 specification for metadata registries, is available throughout the Enterprise. All document formats, interface definitions, and exchange models used by systems will be stored in the DoD Metadata Registry. Developers can discover these metadata assets and utilize them to read, write, or exchange data that is made available throughout the Enterprise. All programs and Community of Interests (COIs) have a responsibility to support interoperability through active participation in the DoD Metadata Registry. The DoD Metadata Registry will provide capabilities to further support interoperability through the use of translation and mediation services and for the sharing and reuse of processes. For example, a COI may develop and share a process for calculating target coordinates for a specific weapon system. This process will be available to all users on the Enterprise, and its associated metadata (input/output format and connection information) will be registered in the DoD Metadata Registry. The DoD Metadata Registry currently incorporates a variety of existing metadata resources such as the DoD XML Registry, the Defense Data Dictionary System (DDDS), and commonly used data reference sets. Planned content enhancements will integrate other resources such as messaging formats, symbology, ontologies, and transformation services. The expected contents of the DoD Metadata Registry are shown in Figure 6. Additional functionality will be added to the Registry, as required, to support implementation of the DoD Net-Centric Data Strategy. One such addition will provide the DoD Metadata Registry with functionality to support a “federated registry” concept. Federation allows multiple metadata registries to be integrated and synchronized into the virtual, central DoD Metadata Registry, thereby providing a single source for the discovery of all Department metadata.
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Force-centric Logistics (FLE)

The primary objective of FLE is to ensure consistent, reliable support that meets warfighter requirements through enterprise integration and end-to-end customer service. FLE is focused on six interrelated, collaborative initiatives across the Services and Agencies that directly accelerate the achievement of DoD's long-range vision of Focused Logistics (JV2020).

DoD Architecture Framework
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The Framework is intended to ensure that Architecture descriptions can be compared and related across organizational boundaries, including Joint and multinational boundaries. 

The Framework supports the development of interoperating and interacting architectures as referenced in DoD issuances. It defines three related views of architecture: Operational View (OV), Systems View (SV), and Technical Standards View (TV); as depicted below. Each view is composed of sets of architecture data elements that are depicted via graphic, tabular, or textual products. The DoD Core Architecture Data Model (CADM) defines entities and relationships for architecture data elements.
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Clinger-Cohen Act of 1996

INFORMATION TECHNOLOGY-

    (A) The term `information technology', with respect to an executive agency means any equipment or interconnected system or subsystem of equipment, that is used in the automatic acquisition, storage, manipulation, management, movement, control, display, switching, interchange, transmission, or reception of data or information by the executive agency.  For purposes of the preceding sentence, equipment is used by an executive agency if the equipment is used by the executive agency directly or is used by a contractor under a contract with the executive agency which (i) requires the use of such equipment, or (ii) requires the use, to a significant extent, of such equipment in the performance of a service or the furnishing of a product.

    (B) The term `information technology' includes computers, ancillary equipment, software, firmware and similar procedures, services (including support services), and related resources.

    (C) Notwithstanding subparagraphs (A) and (B), the term `information technology' does not include any equipment that is acquired by a Federal contractor incidental to a Federal contract.

Federal Enterprise Architecture (FEA)

The FEA is being constructed through a collection of interrelated reference models designed to facilitate cross-agency analysis and the identification of duplicative investments, gaps, and opportunities for collaboration within and across Federal Agencies.

Business Reference Model (BRM)

The Business Reference Model provides an organized, hierarchical construct for describing the day-to-day business operations of the Federal government. While many models exist for describing organizations - org charts, location maps, etc. - this model presents the business using a functionally driven approach.

The BRM is the first layer of the Federal Enterprise Architecture and it is the main viewpoint for the analysis of data, applications and technology.

The BRM identifies three Business Areas that provide a high-level view of the operations the Federal Government performs.

Services To Citizens 

Support Delivery of Services 

Internal Operations and Infrastructure

DoD 8100.1, GIG Overarching Policy
This document applies to IT and its operation by the intelligence activities engaged in direct support of Defense missions.  GIG implementation must comply with policy and responsibilities established in Sections 4 and 5 of this document, wherever applicable.

It is DoD policy that the GIG shall support all DoD missions with IT that offers the most effective information handling capabilities available, consistent with national military strategy, operational requirements, and best-value enterprise-level business practices.

The GIG shall be planned, resourced, acquired, and implemented in accordance

with the DoD Directives System 5000 series for DoD issuances; DoD Directive

7045.14, and the Planning, Programming, and Budgeting System (PPBS).

The DoD's Information Management Strategic Plan shall implement GIG policy.

GIG assets shall be interoperable, in accordance with approved requirements documents, and compliant with the operational, system, and technical views of the GIG architecture.

The GIG shall be based on a common, or enterprise-level, communications and

computing architecture to provide a full range of information services at all major security classifications and information handling caveats consistent with NSTISSP No. 11.

GIG plans, architectures, designs, hardware, software, and supporting organizational resource details shall be accessible for the applicable level of review to ensure the appropriate security and effective management, engineering, operations, maintenance, and sustainment of the GIG.

Joint Staff Policy

Validated and approved JCIDS documents provide the Chairman’s advice and assessment in support of these statutory mandates.  Additionally, the JCIDS is a key element in the Chairman’s efforts to realize the initiatives directed in the  “Transformation Planning Guidance,” Secretary of Defense, April 2003. 

Specific procedures for the operation of the JCIDS, and for the development and staffing of JCIDS documents can be found in the DOD Directive (DODD) 5000.1, 12 May 2003, “The Defense Acquisition System.”

CJCSM 3170.01 Series, “Operation of the Joint Capabilities Integration

and Development System.”

CJCSI 6212.01 Series, “Interoperability and Supportability of Information Technology and National Security Systems.”

DoD IT Standards Registry (DISR)

This new direction has been established as a result of new directives and policy documents which are contained in Section 2.5.1. These new directives are being developed to address Net-Centric and ITS/NSS Interoperability and Supportability requirements and the Global Information Grid referenced in Section 2.2.

Currently, some tools are now in place by DISA for this effort.  The first tool is JTA-Online, which contains both a registry and profiler.  A verification tool named the Joint Capabilities Integration & Development System (JCIDS) will be utilized for the Acquisition Process. 

The ATS Annex, as well as other Annexes (formally labeled Domains and Sub-domains), will exist as profiles in the DISR.  These profiles will exist in different forms. Some of the current definitions are Generic, Service Areas, and Communities of Interest (COIs).

The Framework Working Group is currently participating in DISR activities.  The Information Technology Standards Committee of the DISR will identify and include standards into various profiles of the DISR. The Framework Working Group’s participation will allow for the incorporation of new and emerging standards relative to the ATS environment in the DISR.  The ATS platform is considered a COI.  

At the present time, standards profiles are required for a Capabilities Development Document (CDD), a Capabilities Production Environment (CPE), and an Information Support Plan (ISP).  These standards profiles requirements are a result of CJCSI 6212.01C.

Key Element Definitions

The following defines the key elements of the ATS Framework mentioned in the main body of this document.

Resource Management Services (RMS)

Resource Management Services is a software component in this Framework that includes services needed to perform virtual to real resource mapping, virtual resource management, test equipment configuration management, and real resource management.  ATE independent implementations may utilize this Framework element to provide a transportable means to bridge the gap between the test program and the ATE.

RMS allows the segregation of the test program from the hardware implementation.  Standardizing software interfaces to ATE test resources for the purpose of test asset management and test resource control does this.  This allows a TPS to be developed that is totally free of instrument specific test actions.

The RMS ensures that if the low-level drivers and instrument buses are compatible, instrument resources can be interchanged from a software viewpoint.  In addition, the RMS promotes TPS re-host as long as compatible resource modes are available on both ATE systems, even if the specifications of those resources are different.  Use of this key element will drastically reduce TPS re-host costs between functionally equivalent testing platforms and promote instrument interchangeability.

Adapter Functional and Parametric Information (AFP)

Adapter Function and Parametric Data is the information and formats used to define to the Application Development Environment the capabilities of the test fixture, how the capabilities are accessed, and the associated performance parameters.  It is limited to the electrical behavior of the ITA.

The AFP is critical to Framework Working Group objectives because of the high cost associated with ITA re-design when TPSs are moved from one platform to another.

Instrument Functional and Parametric Information (IFP)

Instrument Function and Parametric Data is test related information and data formats used to define what the test resources can measure, stimulate, and/or load the circuits to which it is attached.  It includes the command vocabulary by which the instrument can be controlled to apply these behaviors and the limits associated with instrument safety and resolution.

The IFP is critical to meeting the objectives of TPS re-host.  A consistent and reliable means for describing test related information is necessary when transporting a test program from one platform to another.

The IFP will reduce cost associated with TPS re-host activities by providing a common description of test station assets which will be utilized by the TPS development environment and run time execution when directing test actions.  It can also be used to compare a UUT’s test requirements to a candidate test system’s capability for purposes of validating test requirements on the targeted ATE.

Switch Functional and Parametric Information (SFP)

Switch Function and Parametric Data is the information and formats used to define the interconnect capabilities of the switch matrix, how these capabilities are accessed, and associated performance parameters.

An adequate description of switching capabilities is necessary to TPS transportability issues.  Use of the SFP should facilitate reuse of information related to switching during TPS re-host activities, noticeable as a reduction in reverse engineering costs for this type of activity.

Common Test Interface (CTI)
The DoD Executive Directorate Office has elevated the priority of the importance of this critical interface.  As a result of this increased priority the Receiver Fixture Interface (RFX) has been renamed to CTI, and a working group has been formed to address these needs.  The first meeting was held August 2003, and meetings have been held on a monthly basic between industry, DoD and coalition partners.  The primary objective of this group is to produce a specification (by providing a standard pin map and mating section of the ITA to the ATE) to address the following requirements within CTI:

Pin Mapping

Scalability

Legacy

DC to Light (Parametric)

Reliability

Open Specification

Cost

Physical Characteristics

Switching

Maintainability

Working groups have been formed for each of these primary requirements and their associated input will be contained in the specification. 

An implementation of this CTI standard would directly reduce costs associated with TPS re-host, Interservice/Cross weapons Systems support, new instrument technology insertion, and legacy ATS modification and upgrades. 

Diagnostic Processing (DIA)

Diagnostic Processing is the interface protocol linking execution of a test with software diagnostic processes that analyze the significance of test results and suggest conclusions or additional actions that are required.  The DIA component was deemed critical because of its potential to reduce test costs and facilitate the reuse of test-related information.  

The ARI refined the definition of the CIWG’s DIA key element by subdividing it into two elements.  Diagnostic Data (DIAD) is an information model in this architecture and Diagnostic Services (DIAS) is an interface in this architecture.  Each is explained in the following section. 

Diagnostic Data (DIAD)

Diagnostic Data is an information model in this architecture.  It provides a standard representation of information used for diagnostics purposes.  This is done through three diagnostic inference models:

A Common Element Model

A Fault Tree Model

An Enhanced Diagnostic Inference Model

The Common Element Model defines information entities, such as a test, a diagnosis, an anomaly, and a resource.  The Common Element Model also includes a formal specification of costs to be considered in the test process.  The remaining two models represent knowledge that may be used by specific types of diagnostic systems.

The Fault Tree Model defines a decision tree based on outcomes from tests performed by the test system.  Each node of the tree corresponds to a test with some set of outcomes.  The outcomes of the tests are branches extending from the test node to other tests or to diagnostic conclusions (such as No-Fault-Found).

The Enhanced Diagnostic Inference Model is based on the dependency model.  Historically, test engineers used the dependency model to map relationships between functional entities in a system under test and tests that determine whether these functions are being performed correctly.  In the past, the model characterized the connectivity of the system under test from a functional perspective using observation points (or test points) as the junctions joining the functional entities together.  If a portion of the system fed a test point, then the model assumed that the test associated with that test point depended on the function defined by that part of the system.

DIAD will reduce costs normally associated with a TPS re-host activity.  It also leads to lower Can-Not-Duplicate and No-Fault-Found errors.  If integrated with BTD, it can reduce TPS test and repair actions.

Diagnostic Services (DIAS)

Diagnostic Services is a software component in this Framework.  It defines the basic services to be provided by a diagnostic reasoner.  These services link execution of a test with software diagnostic processes that analyze the significance of test results and suggest conclusions or additional actions that are required.

A standard way of traversing diagnostic models or actually performing diagnosis given test results is essential to TPS re-host activities.

DIAS will reduce costs normally associated with a TPS re-host activity.  It also leads to lower Can-Not-Duplicate and No-Fault-Found errors.  Lower costs for TPS re-host activities will be achieved by automatic test synthesis by diagnostic services from data harvested from the product development process.

Run Time Services (RTS)

Run Time Services include software services needed by a test program and not handled by services supplied by other Framework elements.  Examples of such would include error reporting, data logging, and input/output functions.

This element is critical to Framework Working Group objectives because of the impact on TPS transportability.  Standardizing a set of run time services will facilitate the transfer of TPSs from one platform to another by reducing reverse engineering costs normal associated with that activity.  This is accomplished by inserting a standard layer to insulate the test program from specific operating systems or hardware platforms.  Without a standard run time interface, service requests from test programs not available on a target system would require extensive test program modification, and therefore, costs.

A draft standard, IEEE 1226.10 Run Time Services, has been developed and is in the final editing process before balloting through the IEEE.  No prototyping has been done but is planned as part of the Evolution 2 prototype.  It is recommended that this element be implemented as part of the Evolution 2 prototype to demonstrate its feasibility.

Built In Test Data (BTD)

Built In Test Data can serve as a trigger for later maintenance actions, often taking test during operations or in environments that cannot be duplicated at or transferred to later maintenance levels.

BTD is considered critical in this Framework because of the potential impact it has to improve the quality of diagnostics during test and repair actions.  BTD working with diagnostic tools can reduce test and repair actions by starting the test program further along in the process.  This is sometimes referred to as a “directed TPS” which will start its testing at different places depending on symptoms or other input information.  The monitoring of BTD can help identify “bad actors” or incipient failure modes as well as prognostics.

BTD will improve run time execution of test programs by providing guidance to the diagnostic services within an ATS.  In addition, during TPS development, candidate BIT requirements can be evaluated by contrasting the impact on design and production against maintenance and diagnostic test.  Cost effective BIT requirements can then be imposed as design constraints.

Computer to External Environment (CXE)
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Computer to External Environments describes the communication methods between a host ATS and remote systems.

The CXE was identified as a key element because standardizing it is expected to reduce the cost of transferring information during re-host of a TPS.

A standardized format for transmission of data from remote sites facilitates several areas of improvement.  Software updates can be managed and distributed through this element.  Distributed testing is feasible by directing and obtaining test-related data through this element.  It works together with NET to achieve these benefits.

Data Networking (NET)

Data Networking is the protocol used to communicate with external environments, possibly over a Local or Wide Area Network.  The software protocol used on the CXE hardware interface is represented by the NET software interface.

The Data Networking element is a layered set of protocols that work with the hardware counterpart (CXE) to transfer information.  There are four layers in this suite: network access layer, Internet layer, host-to-host layer, and the process layer.  The IP enables data to be moved from one network to another even if the networks support differing transmission media and technologies.  IP occurs at the Internet layer.  The host-to-host layer executes tasks that compensate for the unreliability typical of the Internet layer’s service using the TCP.

TCP/IP facilitates information to be transferred as a sequence of datagrams (packets).  TCP is responsible for breaking up information into datagrams for transmission and reassembling them at the receiving end.  IP is responsible for routing individual datagrams.

NET will reduce cost associated with TPS development and run time execution.  It identifies a standard communication protocol between the ATS and remote systems.  It works together with CXE to achieve these benefits.

Digital Test Format (DTF)

Digital Test Format represents the data formats used to convey information used in conjunction with digital tests (e.g., test vectors, fault dictionaries) from digital test development tools to the test platform.  This element is to be used for capturing the output of digital automatic test pattern generators, including patterns, full-fidelity timing, and levels.

The principal effort in transporting a digital TPS is focused around timing issues.  The support of full-fidelity timing in a standard could reduce TPS porting time by an order of magnitude.  For this reason the DTF was considered critical to Framework Working Group objectives.

DTF reduces cost associated with re-hosting a digital TPS.  It provides the digital test data in a format that is readable directly by the ATS.

Instrument Communication Manager (ICM)

The Instrument Communication Manager is the interface between instrument drivers and the software component that supports communication with instruments independent of the bus or other protocol used (e.g., VXI, IEEE-488.2, RS-232).

Historically, vendors of GPIB and VXI bus hardware provided software drivers for their buses that were different according to the hardware bus protocol being used.  The same functions of the same instruments were not accessed through software in the same way across buses and host platforms.  For example, different manufacturers of GPIB cards had proprietary and unique software calls.  This scenario impedes the transportability of test programs from one platform to another.  For this reason, the ICM element was deemed critical to Framework Working Group objectives.

A standardized ICM enables higher level software to be interoperable and portable between vendors and across different platforms.  The ICM allows instrument drivers to be ported across test systems, and therefore, instruments can be moved with the test program if the instrument’s functionality does not exist on the target system.  Each of these items improves the interoperability of test software and the ability to re-host test software from one test system to another.

Instrument Drivers (DRV)
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In simple terms, an instrument driver is a software component that handles the details of controlling and communicating with a specific instrument.  The instrument driver includes all the communication details of a particular instrument in high-level software functions that are directly usable by end users as part of their application program.  This relieves the test program from having to include low-level I/O commands for communicating with an instrument.

This component of an ATE was deemed critical because of its impact on TPS transportability and instrument interchangeability issues.  Historical development of test programs has allowed direct or close-to-direct calls between the test program and a specific test resource (e.g., instrument).  Therefore, the test program has been directly tied to a specific test resource.  Cross platform incompatibilities in the way instrument drivers implement the same function have been a recurring ATE integration problem.

The DRV software component contributes to instrument interchangeability, technology insertion, and TPS re-host activities.  It reduces the training time required for personnel who construct and use instrument drivers by defining a standard methodology for communication between a run time environment and test instruments.  An accepted industry standard assures the end user that instrument drivers from multiple vendors are designed, packaged and used in a consistent way.

Maintenance Test Data and Services (MTD)

There is a need to share maintenance information across levels and across weapon systems.  The current information structures are often service or weapon platform dependant.  While these systems do an admirable job of providing a logistics infrastructure, they seldom share information back up the maintenance chain or across platforms and services.  Given a standard set of definitions and data formats, information may be shared among all users who have implemented the standard forms.

MTD enhances run time execution of the test program by capturing and using information developed during maintenance activities.  This directly interfaces with DIAD and DIAS by providing information that can supplement diagnostic capabilities.  A standard format for maintenance data can also be used in the design and development of future models of the system by placing constraints on the design engineer.

Multimedia Formats (MMF)

Multimedia Formats denote the formats used to convey hyperlink text, audio, video and three-dimensional physical model information from multimedia authoring tools to the end user.  Application of MMF to test related information includes narrated video of test and repair operations, hypertext linked between test stations, TPS, fixtures and UUT documentation.

This element was deemed critical to the Framework Working Group objectives by reducing costs associated with TPS transportability.  It provides a way to reduce reverse engineering efforts associated with test related information in the test program and the ATE.

MMF will reduce costs in any activity that requires user intervention.  Adding the advantages of on-line documentation to ATS should increase the productivity of test personnel.

Note:  the MMF element is currently being handled by generic standards included in the DISR.

Product Design Data (PDD)

Product Design Data is information that originates in the design process and which is needed for the development and sustainment of test and diagnostics.  PDD includes information about structures that are present in the product solely or principally to support test and diagnostics.  Boundary scan on components and test busses on circuit cards are classic examples of PDD that can greatly help the test engineer.  These are not test data but rather features of the product, which allow greater access and control to the product than would otherwise be present.  (Of course, these features are usually only present to support test.  However, it is test requirements that convey the necessary test information about these product features.)

PDD supports the reuse of data rather than the recreation of it.  It facilitates the transfer of information from CAD workstations to the TPS development, reducing errors and development time.  PDD supports the back-annotation of test and maintenance information into the design environment, reducing sustainment costs

Tremendous effort is currently spent in TPS development to reverse-engineer product information that was known to the designer but not forwarded to the test engineer.  Costly errors are introduced when the reverse-engineering fails.  The Framework Working Group has identified PDD as an interface between design and test that eliminates these costs.

Resource Adapter Interface (RAI)

The Resource Adapter Interface provides the standard interface between the UUT world and the ATE world.  In many places the elements of the UUT world overlap with the elements of the ATE world and vice versa.  For example, the UUT test program is written not just to the needs of the UUT, but also to the capability of the ATE.  This results in the test program being restricted to the particular ATE it has been developed on.  The overlap can be reduced or eliminated by developing a standard interface between the UUT world and the ATE world.
Switching Matrix (SWM)

The Switching Matrix is a hardware element description of the switch paths that connect ATS test and measurement instruments to pins on the RFX.  It is a hardware component in this Framework.  The SWM must also work with the RFX element.

To remain upward compatible, the SWM must be designed in building blocks that can be duplicated to meet worst case requirements.  This facilitates a modular framework design that permits ATS integrators to incrementally augment their systems through add-on/duplicative features.  This allows them to meet worst case requirements while maintaining downward compatibility with any smaller I/O increment.

This simplifies ITA design, reduces TPS costs, and places the switching under control of the ATE system software.  The SWM works with the RFX to reduce costs associated with TPS transportability.

System Framework (FRM)

A System Framework is a collection of hardware and software components that define the necessary elements of a test system.  The framework definition contains rules, recommendations, and permissions, all of which define the required compatibility and interoperability of each component in the set.  By following FRM requirements, the end user is assured that all necessary system components have been included to create a complete and operational ATE.

System Frameworks will reduce cost associated with TPS re-host activities by standardizing major components of the ATS.  This contributes to lower training costs, elimination of some reverse engineering activities during a TPS re-host and more reliable performance of the ATE.

This element and the following standard have been published by the ATS EAO.

VXIplug&play Systems Alliance Specification titled: VPP-2: System Frameworks Specification, Revision 4.0, 29 January 1996.

Test Program Documentation (TPD)

Test activities exist within a larger context of a product life-cycle.  At each phase of a product lifetime, testing is done to either prove that a specific instance of the product is good or to diagnose specific anomalies.  Test Program Documentation is a part of the reference material that is applicable to the overall process; it provides information about the applicable test requirements satisfied by the test program, what was tested, how it was tested, the expected results, and the possibly corrective actions.  Such documentation is only useful if it can be accessed quickly and easily by test developers, system and component developers, and test operators.  Until recently, test program documentation was supplied in hardcopy form in accordance with various content and formatting standards.  With the presence of the Internet and the Web, the use of HTML, with other custom viewers, has proven to be the most useful method for disseminating information.  Web browsers render the documents on-line, provide easy accessibility to required information, and fully support multi-media presentations.

Test Program to Operating System (TOS)
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The CIWG defined the TOS element as calls to the host operating system made directly from the test program.  It was recognized that direct calls to the operating system from the test program had major impact on the interoperability and 

re-hostability of the TPS between platforms.  The ARI 

re-examined this problem and believed the general

thought applied across all implemented interfaces in a 

system.  Therefore the TOS element was eliminated and 

replaced with a general rule.

By enforcing a rule that implemented layers of 

an ATS may not be bypassed by direct 

communication to another interface or layer in the architecture facilitates the interoperability and re-hostability of the TPS between platforms.

UUT Test Requirements (UTR)

UUT Test Requirements include the information used to define to the test environment the load, sense, and drive capabilities that must be applied to the UUT to test it, including the minimum performance required for a successful test.  The test development process begins with a set of requirements.  Some of these requirements address the development process itself.  An example would be a requirement for a certain level of documentation or for the use of a particular test system.  Other requirements address the diagnostic portion of the test.  A common example is a requirement for a minimum level of fault detection or isolation.  The remaining requirements are test requirements, and these establish constraints on the final test program.

A clear understanding of UUT test requirements is critical to any TPS re-host effort.  For first-time TPS development, the lack of formal test requirements is sometimes offset by support from the product designers.  For TPS re-host, however, such support is unavailable and the test engineer must reverse-engineer the test requirements from the existing TPS.  This is difficult because the TPS is a mixture of test requirements and implementation decisions, and these must be separated.  A re-hosted TPS must obey the test requirements but is free to ignore the implementation decisions.

Distributed Network environment (DNE)

DNE is the set of software and hardware requirements that allow access to remote test assets through internet media.

UUT Device Interfaces (UDI)  

UDI is the set of software and hardware interface requirements that allow for standardized testing of particular types of UUT technologies. 

Master Conformance Index (MCI) 

The key element, Master Conformance Index (MCI), will provide configuration information and supporting resources required to test, evaluate and maintain a UUT. It will define and standardize on a common schema required to identify the configuration and locate the items of test program, Automatic Test Equipment and Unit Under test.  Further this key element can be used to cover the product life cycle test and evaluation requirements from design verification to field support. This will support the Framework Working Group interoperability and reuse objectives.

The following is a potential element that requires further review by the Framework Working Group

UUT Hardware and Software Interface Requirements for Standardized Testing (UHSI) 

ATML SCHEMA DEFINITIONS

Below are the schemas currently defined for ATML and a diagram, which shows their relationship.

	<ATML/> 
	Automatic Test Markup Language Description

	TestResults
	The TestResults schema is the source schema for all instance documents that will contain test results for a unit under test or for calibration of an ATE. TestResult instance documents will be the required format for data transfer between systems, and may be used as a data storage format.

	Diagnostics
	The scope of this specification is to define in XML a set of interfaces for the interchange of information and services to support the execution and analysis of diagnosis and diagnostic procedures.

	TestDescription
	The scope of this specification is to define in XML a set of interfaces for the interchange of information defining the test performance, test conditions, diagnostic requirements, and support equipment to locate, align, and verify proper operation of a Unit Under Test (UUT).  These test descriptions will be used in the preparation or documentation of test program(s). These test descriptions consist of tests, test sequences, outcomes, and limits.

	Instrument
	The Instrument schema is the source schema for all instance documents that contain a static description of an instrument model.   A static description of an instrument contains data applicable to an instrument model rather than a single instance of a specific instrument.



	TestProgramSet
	The TestProgramSet schema will encompass all information necessary to identify all of the hardware, software, and documentation that may be necessary in order to test and diagnose a Unit Under Test (UUT) on a test system.  The information may include, but is not limited to, test system assets used, hardware to electrically adapt or physically support the UUT on the test system, test program software, test program media, maintenance manuals, and theories of operation.



	UUTData  
	Provides a means of describing the UUT. This includes the static and dynamic UUT data including part number, serial number, nomenclature, operational requirements including hardware I/O and operations history.



	TestStation
	TestStation documents shall contain descriptions of the paths between test system ports and the Instruments. Other information includes test station identification information such as part number, serial number, nomenclature, location; status information such as calibration data, dates, and self test status; and operational history, such as system up-time. 



	InterfaceAdapter
	InterfaceAdapter documents shall contain descriptions of the paths between test system ports and the UUT. These descriptions will include the following definitions:

Cables, connectors, wire, and contacts, end to end configurations.

Mass Interconnect: Receiver, ITA, Cable Assemblies, Pre-Wired Adapters, Modules, Contacts, Connectors to instruments and the path through the Mass Interconnect to the UUT, and Enclosures for the Mass Interconnect to UUT connection. 
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Other Programs that Impact the Roadmap

The following information provides background on the programs identified in the main body of this document. 

Smart TPS

Cost reduction is possible by utilizing database reasoning and provides the CASS operator with an automated (net centric) TPS Redirection and UUT Indictment pop-up windows on CASS.  This allows for a more precise  Unit Under Test (UUT) fault detection.

Smart TPS has demonstrated that higher level diagnostic information and historical maintenance information can be utilized to enhance the effectiveness of ATE to achieve: 1) reduced fault isolation times; and 2) increased diagnostic accuracy.    

The next phase will refine the previous results by investigating the impact of Temporary Workaround Procedures (TWPs) and Engineering Change Procedures (ECPs); and development and implementation of metrics and reporting tools.  This effort will also support multi-platforms/multi-sites.  Other tasks to be accomplished include:  OOMA Coordination; Study and Testing of Alternate Reasoners; Linking I-Level Data back to O-Level; Integration of Smart TPS with D-Level; and Data Mining of Historical Memory Unit (MU) Files. 

ARGCS ACTD

The ARGCS ACTD provides a rapidly reconfigurable Combat Support System (CSS) that is required to perform needed maintenance/test.   
The goals of the ARGCS ACTD are to: 

(1)     Eliminate unnecessary failure repair action (i.e. NEOF, RTOK, A799, NFF); 
(2)     Accelerate combat system support for upgraded and new weapons systems; 
(3)     Scalability and sharing of information among all levels of maintenance; 
(4)     Increase operational readiness while reducing operational and support cost, logistic footprint, and time to diagnose and repair;

(5)     Increase warfighter capability through Joint Service and Coalition Services interoperable ATS 

The concept is a DISR compliant core capability CSS, using common control and support software with augmenting hardware to meet mission profiles. Integrated diagnostic feedback capability will be embedded within the testing/maintenance philosophy, so that prognostic and diagnostic data captured at any point in the maintenance cycle can be reused at other levels.

The demonstration will consist of equipping maintenance providers with  ARGCS  for a joint exercise in FY06.  Based on the training and Tactics, Techniques, and Practices (TTP), maintainers will utilize ARGCS to test joint service interoperability, time to diagnose and repair, rapid deployment and set-up, ability to eliminate unnecessary maintenance actions, and scalability between all levels of maintenance.  They will also compare ARGCS to existing Services' ATS.  Upon completion of the demonstration, the ARGCS ACTD team will develop lessons learned and Key Performance Parameters for supporting the Services’ future acquisition and process development.

Miscellaneous Organizations, Consortiums, and Working Groups

The following information provides background on the activities identified in the main body of this document.

IVI

The IVI Foundation has identified two factors that hinder efficient test system setup and support: 1) the high cost of developing and maintaining test system software; and 2) rapidly evolving technology. The IVI Foundation is working to address these needs through new driver technology that defines a new level of quality, completeness, usability, and functionality that reduces the cost of test system development and ownership.

Goals of the IVI Foundation:


Hardware Interchangeability
To simplify the task of replacing an instrument from a system with a similar instrument 
To preserve test software when instruments become obsolete [image: image6]
To simplify test code reuse from design validation to production test 

Quality 

To improve driver quality [image: image7]
To establish guidelines for driver testing and verification 


Software Interoperability 
To provide an architectural framework that allows users to easily integrate software from multiple vendors 
To provide standard access to driver capabilities such as range checking and state caching 
To simulate instruments and develop test system software when instruments are not physically available 
To provide consistent instrument control in popular programming environments

CTI

The Common Tester Interface consists of mechanical subassemblies used to align and house mating contacts to form the CTI System. To permit maximum flexibility and independence to the user, IEEE-1505 working group members have developed the CTI System with an open architecture founded upon the Eurocard DIN connector Standard. 

The CTI System supports a broad number of interface options to allow system enhancement without impacting existing fixtures; and to minimize fixture costs by avoiding the need for a translator plate or full-size fixture frame.

PXI

This standard for test, data acquisition, and factory automation applications was adopted as an Industry-Standard in 1998.
PXI is a modular instrumentation platform designed specifically for measurement and automation applications. With PXI, modules from multiple vendors can be selected to integrate into a single PXI system.  PXI also integrates timing and synchronization into the system, so that signals may be passed between instruments for high performance and accuracy, without additional cabling.

Acronyms

AFP




Adapter Functional & Parametric Information
AMB




ATS Management Board

ARI
Automatic Test Systems Research & Development Integrated Product Team

ASN(RDA)
Assistant Secretary of the Navy (Research, Development and Acquisition)

ATE




Automatic Test Equipment

ATLAS



Abbreviated Test Language for All Systems

ATS




Automatic Test System(s)

BTD




Built-In Test Data

COTS




Commercial Off-the-Shelf

CXE




Computer to External Environment 

DIAD




Diagnostic Data and Knowledge Representations

DIAS




Diagnostic Reasoner Services

DATPG 



Digital Automatic Test Program Generator 

DRV




Instrument Driver

DTF




Digital Test Data Format

FRM




System Framework

GPIB




General Purpose Interface Bus (IEEE 488)

ICM




Instrument Communication Manager

IFP




Instrument Functional & Parametric Information

I/O




Input/Output 

IPT




Integrated Product Team 

ITA




Interface Test Adapter

JTA




Joint Technical Architecture

NET




Network Protocol

OSD




Office of Secretary of Defense

PDD




Product Design Data

RFX




Receiver/Fixture Interface

RMS




Resource Management Services

RTS




Run Time Services

SFP




Switch Functional & Parametric Information

SWM




Switch Matrix

T&E




Test and Evaluation

TeRM




Test Requirements Model

TFF




Test Foundation Framework

TPS




Test Program Set

UTR




UUT Test Requirements

UUT




Unit Under Test 

VISA




Virtual Instrument Software Architecture

VPP




VXIplug&play Consortium

VXI




VMEbus Extensions for Instrumentation (IEEE 1155)
Diagnostics





TestProgram











TestStation





Instrument





TestAdaptor





TestConfiguration





TestDescription





TestResults





UUTData





Not Started





Candidate





Not Included





Draft





Started





(Web) Services









