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Overview of Agenda/PresentationOverview of Agenda/Presentation

• Brief Introduction via Context Setting
• Investigating System Interdependencies

– Conceptual model based on OSD’s SoS SE Guide
– Computer simulation: Computational Exploratory Model (CEM) 

for SoS Acquisition

• Snapshots from illustrative problems
– Dynamic impacts of risk
– Implementation of system-specific risk
– Impact of system-specific risk and SoS network topology

• Summary
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Context: SoS at Purdue (1)Context: SoS at Purdue (1)
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SoS at Purdue (2): AeS, SoS, SESoS at Purdue (2): AeS, SoS, SE

• System of Systems signature area
– College-level, involves faculty in 

several schools
– Transportation, Healthcare Delivery, 

Logistics, etc.
– Recent CoE Strategic Plan calls for 

creation of Sys-of-Sys Institute
• Aeronautics & Astronautics Aerospace 

Systems area

Aeronautics & 
Astronautics 

Aerospace 
Systems

System 
of Systems 
signature 
area• Aeronautics & Astronautics Aerospace 

Systems area
– Research and curriculum for:

• Design Phase
• Development, Planning Phase
• Operations, Control Phase

– NASA, FAA, and DoD funded work in 
Aerospace-oriented SoS

• Systems Engineering education
– Educational support to SoS research
– Address external stakeholder needs 

for graduate education in SE
– Currently IE / AAE led effort to 

establish graduate concentration

Systems 
Engineering* 

education

Systems
area

area

* Purdue is now member of the SERC
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“What technologies and integrations are 
important or critical to each architectural 
view to achieve a functionality or 
capability?”… “How will the systems 
maturity vary depending on the architectural 
variants?” 

“What functionalities or capabilities are 

Context at Stevens: Brian Sauser’s
NPS-sponsored System Capability Work 

“What functionalities or capabilities are 
sufficient, critical, or important to achieving 
a level of system maturity that can satisfy a 
warfighter’s needs?” 

“What impact does this have on system 
maturity and ultimately the acquisition of a 
deployable system?” 

“Can we use multi-attribute decision 
making/techniques in systems maturity 
assessment; parametric sensitivity analysis 
on how various TRL/IRL combinations drive 
SRL; and sensitivity analysis to determine 
what the most critical technologies are?” 

© 2010 Stevens Institute of Technology



Today’s Topic : Exploring Impact of System 
Interdependencies in SoS Development

Research Sponsor: Naval Post Graduate School Acquis ition Research Program

Today’s Topic : Exploring Impact of System 
Interdependencies in SoS Development

Research Sponsor: Naval Post Graduate School Acquis ition Research Program

• What are the underlying complexities due to 
evolution in SoS acquisition …? 

– How does risk and span-of-control impact 
the time to develop capabilities?

– Generate insights to improve the probability 
of program success in the midst of 
complexities.

• How do system interdependencies impact 
development time and risk for SoS? 

– Risk interdependencies and propagation in 
SoS network

• Are pursuing two tracks:
– Exploratory Computer Model to simulate 

acquisition process Based on DoD SoS SE Guide
– Analytical model based on conditional probability 

analysis (not discussed today)
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Generic Motivation:
SoS Sources of Complexity

Generic Motivation:
SoS Sources of Complexity

Working Definition forWorking Definition for
Complexity:Complexity:

the amount of information 
necessary to describe the 

regularities in a system 
effectively

• Dynamic and Uncertain Connectivity
• between levels of abstraction
• across scope dimensions

• “Porous” boundary
• Changes in constitution of SoS 

• Heterogeneity & Multiplicity
• Multiplicity of perspectives: A root cause of interoperability issues
• Heterogeneity of participants (within and between Human & Technical); 
Socio-Technical Systems

• multiple time scales
• emergence (unforeseen interdependencies)

• Evolving nature of an ‘open system’

ddelaure@purdue.edu brian.sauser@stevens.edu



Particular Motivation: Root Causes of Trouble 
(within acquisition processes)

Particular Motivation: Root Causes of Trouble 
(within acquisition processes)

• Misalignment of objectives among the systems 
• Limited span of control of the SoS engineer on the 

component systems of the SoS 
• Evolution of the SoS• Evolution of the SoS
• Inflexibility of the component system designs
• Emergent behavior revealing hidden dependencies 

within systems 
• Perceived complexity of systems 
• Challenges in system representation

Used categories from Rouse, W. (2007, June). Complex Engineered, Organizational and Natural Systems. Systems Engineering, 10, 3., pp. 260-271
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Research GoalsResearch Goals

• Uncover underlying functions affected by complexities due 
to evolution in SoS acquisition and span-of-control

• Capture Dynamics: Exploratory SoS Acquisition Model
– Depicts the processes (SoS SE Guide) in a hierarchical setting – Depicts the processes (SoS SE Guide) in a hierarchical setting 
– Show the flow of control between the processes throughout the 

acquisition life-cycle
– Interactive computational model: allow users to ‘explore’ 

complexities

• Experiment: Generate insights and approaches to improve 
the probability of success in developing systems for SoS 
capabilities
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Development of a Computational 
Exploratory Model (CEM) SoS Acquisition

Development of a Computational 
Exploratory Model (CEM) SoS Acquisition

1. Pre-Acquisition Model (not included here)
– Understand the influence of external stakeholders on the 

acquisition process

2. Development/Acquisition Model2. Development/Acquisition Model
– Based on the 16 technical management and technical systems 

engineering processes outlined in the Defense Acquisition 
Guidebook (5000 series) applied to an SoS environment (SoS-
SE Guide)

– Conceptual model depicts the processes in a hierarchical setting 
to show the flow of control between the processes throughout 
the acquisition life-cycle 
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Recap: Acquisition / Development –––– The Paper Model
(based on SoS SE Guide)

Recap: Acquisition / Development –––– The Paper Model
(based on SoS SE Guide)

Requirement-level
• Number of requirements
• Requirement dependency
• Probability of disruption

Project-level (SoS)
Risk profile: low, med, high
Span-of-control: low, high

Span-of-ControlEstimated TimeRisk Level

System-level
• System dependency
• Initial completeness level
• Int/Imp time 
• Probability of disruption 
(comes from risk-profile)

Output
Completion time
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Methodology AbstractionMethodology Abstraction

Requirements / Activities
(OV-2, OV-5)

Systems / Programs
(SV-1, OV-2)

Operational (OV):  systems work 
together to provide a capability

System (SV): define nature of 
interaction between systems

Operational capability (derived from SoS)

Programmatic: relationship 
between systems during 
development

• Discrete-event simulation with probabilistic behavior of systems
• Levels have predetermined probability of disruption

• Requirement-level disruptions: affect design solutions (i.e. design solution  of system X 
cannot meet requirement)

• System-level disruptions: affects completeness level of system and completion time (i.e. set 
back in implementation phase of system X results in longer time)
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Illustrative ExampleIllustrative Example

Requirement 1 Requirement 2Requirement 1 Requirement 2
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• Inevitable disruptions on both system-level and requirement levels will occur 
• Technology Assessment is able to immediately trace and resolve the problem

– This prevents the development from stalling or regressing over multiple time-steps

Each color represents an 
individual system (system ‘a’ 
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system re-engineering and lower 
completeness level in Integration  
(and Implementation) phase

individual system (system ‘a’ 
is blue)
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Effect of Project Risk
(determines probability of disruption in Integratio n and Implementation phase)

Effect of Project Risk
(determines probability of disruption in Integratio n and Implementation phase)
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• Some projects have a much higher risk factor
– They are more vulnerable to negative disruptions in their development 

• Higher risk of disruptions implies more time to complete stages
– In fact, completion may fail � return to Design Solution

• Not all systems in a SoS, however have the same risk-level
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Next Example: Impact of System-Specific RiskNext Example: Impact of System-Specific Risk

• Quantify the impact that system-specific risk has on the 
completion time of the SoS

– Measure risk in a SoS network
– Observe changes in completion time due to different risk-levels

Requirement 

• Example problem
– One requirement and three component 

systems
– Each system can have a distinct risk-level

– Risk-level indicates probability of 
disruption in implementation & integration 
phase

– Risk for the SoS varies as the level and 
combinations of system-specific risk change

– Want to capture the effect of these changes 
and measure the risk for t he entire SoS

Systems

A B

C
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Network-Risk MetricNetwork-Risk Metric

• Consider the following network-risk metric/index

∑∑
= =

⋅=
N

i

N

j
jij ArR

1 1
,

where r is the risk of system j and it has values of 1, 2, or 3 (for low, mid, 

A B

C

17

where rj is the risk of system j and it has values of 1, 2, or 3 (for low, mid, 
and high risk) and A is the adjacency matrix (system interdependencies)

• The network-risk metric is a dimensionless number and considers 
the system-risk and the system dependencies simultaneously 

• Current implementation does not yet quantify and report the higher-
order system interdependency effects (cascading effects of risk)
• i.e., system A is impacted by system B, but system B is also 

impacted by system C; risk of system A should be more than 
just the sum of the risk of A and B
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Exploratory Model ExperimentsExploratory Model Experiments

• Experiment set-up
– Each system can have a low, mid, or high risk-level

• A total of 27 combinations for the 3-system network
– Run Monte Carlo simulation of Exploratory Model (500 samples)

• Experiment results and observations
– Time to complete correlates with SoS risk Metric
– Can identify critical system and risk combination
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Next Example: Impact of System-Risk and
SoS Network Topology

Next Example: Impact of System-Risk and
SoS Network Topology

• Previous experiment captured the impact of system risk for a fixed SoS network
• It is also possible to consider the impact of system-specific risk coupled with  

different network topologies
• Consider 30 randomly generated SoS configurations 

– Uniformly random selection of number of systems (up to10 systems)
– Random selection of links between systems with correlation of 0.25
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Exploratory Model ExperimentsExploratory Model Experiments

• Set-up
– Randomly generate a risk-level for each system in each SoS network
– Run Monte Carlo simulation of Exploratory Model (500 samples) for 

each SoS network

250
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• Results
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• Results
– Capture impact of system-specific risk  

AND network topology (i.e. 
interdependencies) on SoS completion 
time

• Observations
• SoS with higher risk metric/index have 

higher completion time
• Scatter potentially due to the higher-order 

impact of risk (i.e. network cascading 
effects)
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Current Work- Adding a Capability Model 
(based on readiness-level)

Current Work- Adding a Capability Model 
(based on readiness-level)

• Purdue’s notion of “System Readiness Level” for acquisition
– Describes the developmental completion-level of a system (which is 

part of a program or SoS) in its ability to provide a certain capability
– Presented in values between 0 and 1

• Value of 0 means that system must be designed from scratch
• Value of 1 means that system is fully developed (i.e., a well-matched legacy sys)

ddelaure@purdue.edu brian.sauser@stevens.edu

• Metric utilization
– Add as additional nodal parameter in CEM
– During simulation, use to:

• indicate the initial readiness level of a system 
• track development history of capability for a system until completion



Sauser’s System Readiness LevelSauser’s System Readiness Level

• TRL – Technology Readiness Level
– Metric that quantifies the level of maturity of a technology
– Used by DoD to asses the maturity of a program’s 

technology before system development begins
• IRL – Integration Readiness Level

– Metric that quantifies the level of maturity of integration of 

ddelaure@purdue.edu brian.sauser@stevens.edu

– Metric that quantifies the level of maturity of integration of 
technologies with each other

• SRL = fcn (TRL, IRL) = System Readiness Level
– Indicates maturity level of the components of a system and 

integration of the entire system
– Combines TRL and IRL into a single metric to describe the 

maturity of a technology as well as its integration with other 
technologies



Close to convergence …..? Close to convergence …..? 

• Dr. Sauser’s SRL describes maturity level before
development of a program begins.

• Purdue’s Computational Exploratory Model (CEM) needs 
readiness described for system development during
program execution.

• The two metrics are similar and aim to convey the same 
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• The two metrics are similar and aim to convey the same 
type of information to decision-makers

– Purdue’s readiness notion is abstract, but with specific purpose
– Sauser’s SRL provides greater detail in readiness estimate

• Our thinking: SRL-Sauser could be used to determine 
readiness in Purdue model and increase the “fidelity” 
level of the CEM



Present Work…Notional Example of Balancing 
Capability Potential and Risk Among Alternatives 

Present Work…Notional Example of Balancing 
Capability Potential and Risk Among Alternatives 
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simultaneous implementation

sequential implementation

Solution 6

• We have added 
rudimentary capability 
estimation to the CEM.

• This makes the model more 
“effective” as a SoS 
analysis tool.
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Solution 2

Solution 3 Solution 4

Solution 5

Solution 1

analysis tool.
• The example shown here 

examines a Pareto frontier 
for alternate configurations 
of a Airborne Laser 
Platform used in missile 
defense applications.
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Shameless Advertisement:
The Purdue SoS Course
Shameless Advertisement:
The Purdue SoS Course

• Graduate (MS) level offering

• Application project emphasis 
across domains

• Methodological emphasis is on 
understanding dynamic system 

25

understanding dynamic system 
interactions and problem definition, 
and then mathematical modeling

Sp06 Semester = 27 Students 
Sp07 Semester = 27 Students
Sp08 = 32 Students (10 Distance)
Sp09 = 30 Students (11 Distance)
Sp10 = 47 Students (17 Distance) 

Sp06 Semester = 27 Students 
Sp07 Semester = 27 Students
Sp08 = 32 Students (10 Distance)
Sp09 = 30 Students (11 Distance)
Sp10 = 47 Students (17 Distance) 
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Thank YouThank You
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