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COE and Computing Environments (CE)

*COE Definition : The Common Operating Environment is an approved set of

computing technologies and standards that enable secure and interoperable

applications to be rapidly developed and executed across a variety of Computing
Environments (i.e., Server(s), Client, Mobile, Sensors, and Platform).

COE Imp Plan
Computing
Environments

» Data Center/ Cloud/

Generating Force (Not in Mobie | i Common Operating ﬁ
current App C) Handheld CE |Bk

Environment o, s
«Command Post
 Mounted P / s
» Mobile/Hand Held mﬁ} " Mounte

e Sensor
* RT/Safety Critical : l:esleEIl l
. are fitica
/[Embedded (Not in Erbedded CE
current APP C)

Sensor CE

*Source: Army CIO G6 App C
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Implementation Plan Initiative

DEPARTMEMNT OF THE ARMY
WASHIRGTON DO 50319

OCT 2o 2w

SAIS-AEA

MEMORANDUM FOR SEE DISTRIBUTION
SUBJECT: Comman Operating Environment Architeciure Guidance
1. References:

a. Mamarandum, Vice Chief of Stafl of the Army (VCSA), subject: Achieving Army
Nabwork and Batile Command Modemization Objectives, dated 28 Decamber 2009

b. Documant, CIOVG-6, titled: Commeon Operating Environmant Architectura,
:Awendlgncgo Guidance for ‘End State’ Army Enterprise Network Architecture), dated 1
Qctober 201

2. The CIOVG-6, in close coordination with ASA(ALT) Systems of Systemsa Engineering
(SOSE), has developed the Comman Operating Environmant {COE) Architechure
concept, frarmework and standards for the Army Enterprise Network. In addition, in
arder to infarmn Program Objective Memorandum 13-17 investmant decisiona, ASAALT)
will publish 8 complementary Implementation Plan that describes the steps and
schedule for Bringing Army systems inlo complance with the COE Architecturne
guidance. Hencatforth, compllance with the GOE Architecture and Implementation Plan
will be mandatory for all programs undar the purdaw of e Army Acquisition Executive.

3. The CIVG-6 and ASA(ALT) are commitied to enabling the Army to produce high-
quality applications rapidly while reduceng the complexities embedded in the design,
development, tesling and deployment cycle. The COE Architeciure and Implamentation
Flan will provide direction to cur industry parners regarding our framewark standards,
Both documents are considered to be living instruments and will continus to evolve in a
coordinated manner in order to keep up with the rapid changes in technology.

4. Our poinds of contact for this memarandum are: COL Anthony Howard, Sr., (703)
B04-2068 or anthony. howardsri@us amy.mil; and Mr. Phillip Minor, (703) 804-7133 or
philip,minor @ us.ammy.mil.

“
FREY A, SORENSON %;1 A. O'Nedl
eutenant General, GS Asaistant Secretary of the Arrmy

Chief Information Officen'G-6 [Acquisition, Logistics and Tachnology)

AN
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CIO/G-6 in close coordination with
ASA(ALT) Systems of Systems Engineering
(SOSE) has developed COE Architecture
Guidance

COE Architecture Guidance:

— Defines the COE and Computing
Environments

— Describes the CEs architecture and services

— Specifies COE principles and technical
architecture standards

— Details a maturity model for cost-benefit
analysis trades and to evaluate programs’
alignments with COE

ASA(ALT) will develop COE Implementation

Plan:

— Inform Program Objective Memorandum
(POM) 13-17 investment decisions

— ldentify the implementation strategy, time
lines, effective dates and key milestones for
moving Army systems to the COE



Overview: COE Implementation
Building Blocks

* Interoperability painful and costly
* Unnecessary duplication and inefficient sustainment
* Process inconsistent with rate of change of technology--slow to provide new capability to field

Current
State

2 CIO G6 COE » Set of standards, products, architectures, and processes that enable agility and

Vision 1interoperability

3 Organize  Cluster COE implementation into manageable groups based on

Computing mission environment (e.g. SWAP, bandwidth, mobility)
Environments '

Develop * Develop action plan to address technical

Implementation challenges, schedule, and Governance needed for
Plan l implementation of 7 Computing Environments (CE)

5 Evolve « Based on assessment of each CE;
common lection of best software packages (e.g.
Eolieatieh 1 interfaces, apps) for each CE
« Obtain authority for execution of strategy [ENEEEERUE
DM/ADM
(Jul 2011)

» Conduct NIR/NIE Assessments
* Align with ARFORGEN Cycle
* Phased Implementation Across FY12-18

Incrementally
Implement COE

e Interoperable System of Systems
* Application Agility
- : « Lower Life Cycle Costs ate
Phased Approach to Executing COE Vision - Open Architecture/Standards
* Cyber-hardened
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COE Building Blocks:

Vision and Computing Environments

GENERATING

- CIlO G6 COE

Vision

» CIO G6 Vision: Set of
standards, products,
architectures, and processes
that enable agility and
interoperability

S8

Generating

3 Organize
Computing
Environments
e Scope of COE implementation
requires systematic and
manageable approach

E
c
0
s
Y
S
T
E
M

"~ CE: Mobile / |
| Handheld |

* Clustering similar systems based
on mission environments to
facilitate implementation

* COE Architecture — Appendix C to Guidance for
ASA(ALT) Org anized COE Space Into ‘End State’ Army Enterprise Network Architecture,

. . . 1 October 2010
Manageable Pieces: Computing Environments




COE Building Blocks:

Develop Implementation Plan

Develop
Implementation
Plan

Generating

Force
-
-

Execute
Planned COE Phased
Capabilities » Technical and Delta to Approach
By Phase Programmatic Get to Based on
(e.g. 13/14) Mandates COE By Time and
FITESE Resources
Identify Identify Identify Delta
Baseline COE Capability
Requirements and Cost

 Critical |
Embedded

Successful Implementation: Governance,

A DESIGN ¢ DEVELOP e DELIVER » DOMINATE Orchestration, and V&V
' SOLDIERS AS THE DECISIVE EDGE ¢




Evolve
Common
Foundation

» Analyze existing
systems within CE
clusters

» Select best of breed
based on COE
objectives

» Evolve each software
system to meet Army
needs

« Migrate existing apps
across each cluster

COE Building Blocks:

Evolving Computing Environment Foundations

‘ “TF : -

BC Collapse and Convergence

sdoy/Ia1u]

MCS
BCS3
Systemsi i l l NG
S w2 Japocs I — — —
0
CPOF MCS AMDWS : t * * * (o]
: i <
GCCS-A TAIS Shared G =1 B a
: |= RGeS )
GCS [ eszoging s | | Henity— Active Directory Shared e : g
Services l l :«5"";“"'"‘
g oo (]
ASAS IMETS DTSS t ¢ F\ l Dbt e
= el
Applications L~
DCGS-A Collapse
2011-2012 2013-2014 — 201512016 ———

StreamlinedIntel & BC Infrastructures
+ Common Server Stack
+ Shared Web Client Framework

+ Init Set Common Widgets/Components

+ InitH/Wnfra. for H/W Virtualization
+ Examine Cloud as Infra. as a Service

* Improved Web Client Infrastructure
+ Common Authentication

+ Enterprise Security

+ Authorization/Access Control

+ Data as a Service

* Single CP Server/Storage
Environment

Capabilities on virtual (S/W) servers

+ One Web Infrastructure
+ One Client H/W Solution
+ Fielded by One PM

+ Capabilities are S/W Clients only

Converge on Existing Foundations and Evolve, i.e. Intel/Ops Convergence

Server H/W S/W Separation Complete



COE Building Blocks: Directive Memo

Content : Background, Roles & Responsibilities, Objectives, Tasks

E;(ecue e .
m:q - 1) Data Center/Cloud and Generating Force

Jul 2011 : :
— — Common extensible architecture; Keep ERPs separate for now

2) Command Post:
— Ops/Intel Convergence; Re-alignment of PMs (PM Ops/Intel)

[ G,,eram:g"\) — Abstract HW from SW — designate infrastructure PM
Oe ¥ 3) Mounted
e — Leverage relevant design elements/systems; Leverage
(ﬁ"’%‘?s‘%‘"é components from M/HH and CP CEs
-~ 4) Mobile/Hand Held
8 ?oumed — Ecosystem/ “App Store”; Emerging offerings from DARPA,
E Industry, DoD
w € 5) Real time/Safety Critical/Embedded
‘= ~- Leverage FACE and VICTORY Architectures; Leverage IBCS
foundation for RT BC systems

AT H
RT/ Safety |

Critical /
Embedded

6) Sensor
— Do not specify sensor hardware/software, focus on interfaces

- Draft completed 30 Jun 2011 -- Informed by Implementation Plan -- Finalized
Plans Due 45 Days after Signature -- ADMs Follow Analysis of Plans
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Incrementally

Implement COE

COE Building Blocks:

COE Implementation, 13-16 Example

Capability COE
Principle
Supported
Cloud Defaultto
Computing COTS
Vehicular Faster
modular integration,
architecture testing and
to support developme
easy nt of C2
integration systems for
of C2, IT mounted
and platforms.
transport
on the
platform

AN

Capability
Description

Service-based
cloud
infrastructure for
hosting and
accessing
enterprise-wide
software
applications,
services, and
data.

Provides the
interface protocols,
standards, data
formats and
architectures that
are the means to
achieve
Interoperability
and integration for
ground platforms

Operational impact

Providing operational
capability from the
cloud infrastructure to
include storage, data
forwarding application
anhd service
provisioning .

In addition the cloud
will enable COOP
/DR for CPs in the
eventofa disabled
or down CP.

Enable agility for the
Warfighter by
enabling an
architecure that
supports rapid
integration and
upgrades in the
platform
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FY 13/14

Software as a Service

PM's begin use SaaS. Emaiil,
Portal, Directory employed in
cs11/12

Platform as a Service
Applications begin to use
common application and web
servers

Data as a Service

Data middleware services
Infrastructure as a Service
Applications begin migration
Enterprise Collaboration
Social Networking, Application
Sharing, Presence

Standard Specification
Victory Architecture
Architecture/ standards
validation

Interoperability experiments
Alignment with Face

FY 15/16

Software as a Service
PM’s begin to Outsource using
SaasS, office automations
Platform as a Service
Additional capabilities added
Data as a Service

Shared databases and data
stores

Infrastructure as a Service
ClO/G-6 completes Data
Center Consolidation
Enterprise Collaboration
Workflow




Senior Leader Forums

Capability Setcontent, Programmatic & technical
ARFORGENTielding issues impacting PORs

4

§

Data Center/- Command
Cloud/ GF Post
Mobile/
Sensor

CEWGs

COE

Army

<+—» Feedback, synchronization, coordination DoD / Joint

AN
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 Governance Structure
- CE Working Groups and IPTs
Technical Approval Board
- Programmatic Approval Board
— Deputy PEO Forum
- ASA(AL&T) SoS Engineering Team

- LandWarNet/Battle Command Steering
Group

- DoD and Joint, Interagency,

Intergovernmental, and Multinational
(J1Mm)

 Other Enforcement Mechanisms
— Directive Memo/ADM
- Integrated WSRs
- Maturity Model

10



Governed
by
PM/Others

Governed
by COE

r

—

User Defined Applications &
Functional Services

Standard Applications

Data Services

Infrastructure Services

<H4H-2COMmMm”M

Core Physical Components

Echelon

* Source: ASA(ALT) COE Implementation Plan
@ DESIGN ® DEVELOP ® DELIVER ® DOMINATE
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TRM: Some Examples

Examples
Governed | dggsgd d:]ﬁsr?;d d(lejﬁsr?;d d(leJFT:;d dgﬁssgd dgrfﬁ;d dggﬁgd dgrﬁd TAIS, DG,
by PM / TCM Fu:gt?;nal Fu:gt?;nal Fu:é]t?;nal Fu:ci?;nal Fu:st?;nal Fu:cTi];naI Fu:ci?;nal Fu:cTi];naI (POF
Standard Applications CAMITK
CHAT
EO\ggged Data Services Infrastructure Services PASS/DDS
y
Operating System Windows 0S
HW | [ HW | [HW | | HW | [HW | [ HW | |HW | | HW j‘T’;;Toughbook

@ DESIGN = DEVELOP = DELIVER  DOMINATE e
) SOLDIERS AS THE DECISIVE EDGE 12




TRM and JC2

Functional Services . ] _ _ ~ 38
specific Functional Services |{ & 2
. @
~ infrastructure R =0
Standard Applications FVICEs — g
gl
5 |2
i
] » Data Services % -
Domain c
| ) Non-Compliant Data
neutra Infrastructure Services Components Sources
infrastructure ,
Core Physical Components

@ DESIGN = DEVELOP = DELIVER  DOMINATE e
SOLDIERS AS THE DECISIVE EDGE 13



App App

App

TRM: What Will We Use It For

\amaln Specific Functions and Serwoe

Domain Specific Functions and Seglices

Data Services

Data Services

Infrastructure Servic

Operating $fstep

0 pe%i‘jystem

HW

Steps:

* Assess Current State

* Map to COE ref. Arch.

* Design / Architect core
infrastructure components

* Select / migrate / develop
required Apps

* Integrate

* Certify

¢ Test

* Field

DESIGN = DEVELOP = DELIVER  DOMINATE e

SOLDIERS AS THE DECISIVE EDGE

App

” ...

Domain Specific Functions and Services

Data Services

Infrastructure Services

Operating System

HW

HW

HW HW HW HW HW

HW

Expected Outcome:

* Single foundation

* Common user experience

* Go multiple interfaces to a
single warfighter interface

* Reduced number of PORs

* Faster integration of new
services

* Reduced cost for new
capabilities

* Simplified training

14



‘#.% Challenges and Risks To Implementation %}

Challenges:
e Orchestration and V&V of COE is not resourced

 Aligning user requirements and resources to execute COE implementation consistent with
the Agile process

e Cultural change

Risks:
* Hundreds of programs affected across the Army

 Transition costs expected to be high; up front costs are high and are expected to decrease
over time

* Transition will begin immediately; funding consistency is required to ensure full compliance
of all Army programs in 5 years

* Need on-going sustainment for systems pending transition to COE

* Requirements and acquisition processes are not currently aligned to respond to this
challenge

 Current testing methodologies will not facilitate the desired pace of technological change
» Alignment has potential for disruption to schedule and cost of Army acquisition programs

@ DESIGN e DEVELOP e DELIVER ® DOMINATE
SOLDIERS AS THE DECISIVE EDGE
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Status: First Steps

v" Define Principles, Tenets and Value Proposition

v Organize the Space for Implementation
— Define Roles and Responsibilities and Lead Organizations
— Ensure Collaboration across Army Components, DoD, and OSD

— ldentify Management Controls—accountability, traceability, transparency
« Standards-based Implementation

* Programmatic and Technical Governance from working group level to Army
to Army AAE/DAE to DoD /Joint

— Establish Charters
— Define Roadmap / Schedule—Execute to one plan

v Develop COE Implementation Plan and associated Computing
Environment Execution Plans

v" Align Complementary Efforts
v Develop Cost Estimate Profile in support of POM/WSR Deliberations
v' Establish Orchestration and V&V Strategy

DESIGN e DEVELOP e DELIVER ® DOMINATE

SOLDIERS AS THE DECISIVE EDGE

16



AN

Near Term Next Steps

 AAE and DAE to agree on COE Implementation applicability to
ACAT1-3 programs

 Implementation Plan v2 Released 30 Jun
Draft AAE COE Directive Memo
- Released 30 Jun
— Went through preliminary OGC review
— Plan and AAE Directive Memo go hand-in-hand
— Comments from formal review due 15 Jul

— 45 days to update/complete Execution Plans, from date of signature of
memo

— Upon review by OGC, will be provided to Ms. Shyu for signature o/a 25
Jul

Receive and review CE execution plan updated strategies
Analyze updated plans
Issue ADMs as required

DESIGN e DEVELOP e DELIVER ® DOMINATE

SOLDIERS AS THE DECISIVE EDGE
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COE Top-level Roadmap

FYil | FY12 | FY13 | FYl4 | FY15 | FY16 | FY17 | FY18
~|1a:2a:3a:4Q 1Q 20:3Q:4Q/1Q:2Q:3Q:4Q/ 1Q: 2Q: 3Q: 4Q1Q 2Q:3Q: 4Q. 1Q: 2Q 3Q 4Q |1 Q 2Q 3Q 4Q!1Q 20 3Q 4Q
Implementation cE Exécutie_n Plan . . . CE Execution Plan :

Plan/ . Maturation . _ Refinement : _ . !
CE Execution A JA : : : A i | A i A i
Plans V1.0 2.0 | V3.0 I val | V5.0 i V6.0 | v7i0 i V8. i
elease  Ré Iease: Relgase l| Release : elease : Release J|_ Release : Relegse :
wices Al A KA SR Rt St St Nt St St Tt St s s S s Bt B s s S S
Command Post A e efine A A: : e | |
CE Mounted Siate State Core services Izibemm ‘ | Virtualization ! Clogd !
Mile- ‘:hf_‘)ﬁc-f-"""eb- 0os, S?CU”W Techrefresh, DNL
Bones Sensor ) Office :
DC/Cloud/GF A A t.orrr;lnodnli?ata A HE S| A Les A virtgal Sensors
TradeStudies ' 0fe emo Apps Re-compets
vefsiont b
RTSSS A DD 1788 FACT s vicToRv20 FA;‘ﬁQrelaCiliRY
- . _REO?II?’{F[H_f SO S N S I Tradestudies : | _; SealblewirelessNws ;¢ Migrati E@"P“S Ws i i i i Bdendserviees i G
COE SRR A A A A A A A A
Revi A A A A A A A A
eviews . A A A A A A A A
POM/WSR A—A A—A A—A A—A Ak—A A—A A—A A-
DPEO Forum AAALA M Am Every 6 weeks wrtual wrtual face-to-face MKMM%%‘S\[@‘
Key ] : H : H H H [ 5 5 o 5 0 i : i
Forums ASEF i 000000; A LA PRI FUPUR- I P S SR U A o
: : : I [ : : : : [ H ! :
TAB/PAB Initially Monthly, then as needed at the dlscretlon of COE Cf;’lief Engineer
e As identified by HQDA ,’ASA(ALT) | AGC
I I E T
ASARC/DSARC ! ! P As |dentlfed by AAE ! DAE i i
= ! | |
NSWG/CSMB | | P As |der}|t|f ed by G:ifsrﬁ | |
T_egt_ ———— .. N_IE_ e B ———— e o o __.__ I_ —————— __ —_———ee— _; — _- — _. — _I ———— _i_ —— e P I_.._ ...... e —
(AIC-OPERATIONAL) A A A A A A A i A : A i A A A A A A
: | | : H | | |
AICTECH PERE/ A A A A A A A A A A A A A A A
| | 5 : |
APPS | P F Con;inuqus Nssessmentl Evaldatlon | |

(“ DESIGN ® DEVELOP ® DELIVER © DOMINATE :
SOLDIERS AS THE DECISIVE EDGE : 18



AN

T
i

« The COE must be scalable across the enterprise.

 The COE will default to commercial off-the-shelf solutions.

 The COE must be compliant with overarching DoD directives.
 The COE will require that software applications are abstracted from

the hardware and software infrastructure supporting them.

 The COE will implement a Service-based Architecture approach.
e The COE will serve as a reference architecture that will aid the S&T

community and industry in developing applications that are relevant
and readily usable.

 The COE must remain relevant.
 The COE will be enabled by appropriate security solutions to protect

against cyber threat at the outset.

 The COE will enable unity of effort across all deployment phases.
* COE successful implementation will depend on the time-phased

introduction

DESIGN e DEVELOP e DELIVER ® DOMINATE

SOLDIERS AS THE DECISIVE EDGE
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Discussion

DESIGN e DEVELOP e DELIVER ® DOMINATE
SOLDIERS AS THE DECISIVE EDGE
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Please Share Your Thoughts

Monica Farah-Stapleton
ASA(ALT) SoSE
monica.farahstapleton@us.army.mil

Phil Minor
ASA(ALT) SoSE
phillip.minor@us.army.mil

DESIGN e DEVELOP e DELIVER ® DOMINATE
SOLDIERS AS THE DECISIVE EDGE
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2011 System of Systems Engineering
Collaborators Information Exchange Webinars

April 12" — A Game Loop Architecture for the Modeling and Simulation of Mission
Threats, Thomas Tanner, SAIC

May 39 — Mission Engineering for Warfighting Integration of
Net-Centric Systems, Eileen Bjorkman and Timothy Menke, USAF

May 10" — The Role of Enterprise Architecture Updates in Guiding Decentralized
Organizations, John Schatz, SPEC Innovations

May 24t — Test and Evaluation Issues for Systems of Systems: Sleepless Nights to
Sominex, Dr. Beth Wilson, Raytheon &
Dr. Judith Dahmann, MITRE

June 14™ - Establishing Confidence in Federations-of-Models, Bryan Herdlick,
JPU/APL, Thomas Mazzuchi, D.Sc. and Shahram Sarkani, Ph.D., PE, George Washington
University

July 12t — ASA(ALT) Common Operating Environment Implementation, Ms. Monica
Farah-Stapleton, ASA(ALT)

July 19" - Systems Engineering Management and the Relationship of Systems
Engineering to Project Management and Software Engineering, Dr. Raymond
Madachy, Naval Postgraduate School

August 23 - SoS Management Strategy Impacts on SoS Engineering Effort,
Dr. Jo Ann Lane, University of Southern California

For information, email dasd-se@osd.mil or visit our website:

http://Iwww.acg.osd.mil/se/outreach/sosecollab.html



mailto:dasd-se@osd.mil�
mailto:dasd-se@osd.mil�
mailto:dasd-se@osd.mil�
http://www.acq.osd.mil/se/outreach/sosecollab.html�
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Complementary Efforts

— Mission Command Information Services Working Group
— Command Post Requirements Traceability
— Architecture Executive Views

Army Marine Corps Board

G3/5/7
— Network Synchronization Working Group
— Army Operational Guidance on the COE and Development
- LB GOSC
ClO/G6
— Army Software Transformation / Tabletop Exercises
— Software Blocking Transformation
e 8
— Army Marine Corps Board
- POM/WSR Guidance

« SO0SCOE Demonstrations and Analyses

DESIGN e DEVELOP e DELIVER ® DOMINATE

SOLDIERS AS THE DECISIVE EDGE
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Roles and Responsibilities
To Be Codified in ADM

Implementation Plan: Main Body Effort

Technical
Reference

Integration &
Test
Environment

Model

Established Working Groups,
R&R, and Artifacts )

Implementation Plan: Appendices and Supporting Information Effort (Internal)

CE: CE: CE: RT/
Command Generating Safety
Post Force Critical/Embed
Lead PEO EIS PEO IEWS | PEO C3T PEO Soldier PEO IEWS PEO EIS PEO Aviation
ngillﬁegring Execute Execute Execute Integrated
Analysis & Orchestration V&V Governance Master
Trades Schedule
SoSE SoSE / PEO-I PEO-I SoSE PEO-I
Implementation Plan: Appendices and Supporting Information Effort (External)

User
Requirements/
Prioritization

Resourcin Standards
g and Services

G 3/5/7 -TRADOC G8 ClO G6
@ DESIGN e DEVELOP e DELIVER ® DOMINATE
SOLDIERS AS THE DECISIVE EDGE
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COE Investment Strategy

« Examine the total economic impact and expected ROI to the Enterprise

« Start with three broad Investment Areas for FY13-17 POM Deliberations
— Individual PM Implementation costs for key PMs that are initially affected
— Software Ecosystem Investments
— Orchestration and V&V

* Develop total cost of ownership for Status Quo (As-Is) and To-Be state

« Consider challenges in realizable savings
— Distributed ownership of service components
— Cost elements funded from several accounts
— Total cost of ownership vs. budgeted costs
- Buy-in
— Labor that is multi-tasked

@ DESIGN e DEVELOP e DELIVER ® DOMINATE
SOLDIERS AS THE DECISIVE EDGE
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Orchestration Activities

@ DESIGN e DEVELOP e DELIVER ® DOMINATE

Integrated Capability Portfolio Alignment

COE/CE Architecture and Design Baseline
Development

Funding requirements and (re)prioritization
Review and Recommendations

Requirements Traceability / Alignment
Capability Set Alignment

COE/CE Synchronization with G2, G3/5/7, G6,
G8,TRADOC, ...

- Continuous Stakeholder Engagement
- Effort Alignment (i.e., AST, NSWG, NIE/NIR)

Control Point / Interface Agreements
Systems Engineering Rock Drills

Instantiation and Conduct of EcoSystem
Processes

- Governance

- Cost Profile

- Integrated Test Environment

WG Charters and Synchronization

S&T Community Alignment and Capability
Prioritization

Programmatic Synchronization

Orchestration and V&V

V&V Activities

COE/CE Architecture and Design Baseline
Validation

COE Reference Architecture Compliance
- Technical Reference Model
- Performance Reference Model
- Data Reference Model

COE Maturity Model Compliance
Metrics Collection and Analysis
Modeling and Simulation Analyses
COE Critical Enabler Implementation

Technical Reviews / Forums across the
engineering life cycle

- Entrance and Exit Criteria

- Engineering Artifacts Validation

Integration and Test Events
- Use Cases
- End-to-end operational “threads”

S&T Capability / Product Assessments
Risk Assessment / Mitigation
Cross-cutting Trades and Technical Analyses

Accreditation and Certification Process
Refinement

SOLDIERS AS THE DECISIVE EDGE
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